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What is the difference between passive sensors and actigersand can you name a
few examples for each category (e.g. using Table 1.2 in tlo&)}30

An active sensor requires external power, while a passiemean generate an output
signal without the need for a power source such as a batteaynples for active sensors
include thermistors, strain gauges, infrared sensorsHatldeffect sensors. Examples
for passive sensors include thermocouples, photodioddsnicrophones.

Consider a Wheatstone bridge circuit using a resistive &atpre sensoR,, as shown
in Figure 1.2 in the book. Further assume tRat= 10 2 and R = 20 €. Assume that
the current temperature &) °F and R, (80) = 10 €. You wish to calibrate the sensor
such that the output voltadé,r is zero whenever the temperatur&@°F.

(a) What is the desired value &% ?
The formula to comput&oyr is Vour = Voo * (ﬁ - ﬁ). SinceVoyr
is supposed to be zero, the second term of this equation neuseto too. As a
consequencdy, can be computed &s(2.

(b) What is the output voltage (as a function of the supplyag#) at temperatug® °F,
when this increase in temperature leads to an increaseigtanese of 20% foRR,.?
Once the temperature increase8QGF, the output voltage (using the same formula)
will be 0.0416 * V.

As described in this chapter, using multiple communicatiops instead of a single hop
affects the overall energy consumption. Describe otheaatges or disadvantages of
multi-hop communications, e.g. in terms of performancee(iay, throughput), reliabil-
ity, and security.

Multi-hop communications have numerous effects on peréotoe and node or
network management approaches. For example, with respelatency, multi-hop

communications require that the same message is beingnitée and received several
times. Each relay node incurs additional delays, e.g. feuqg the message. On the
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other hand, communications over short distances may o&tandre reliable, allowing

a node to use a larger transmission rate (e.g. 11 Mbps insttddvibps for IEEE
802.11), reducing the communication time and overheadeSime same message must
be transmitted several times (and the limited channel égpacst be shared among the
relays for both receiving and transmitting), the maximummiecable throughput will also
suffer. Further, reliability can be affected in severalexdp, e.g. shorter communication
ranges may decrease the error probability, but having pleltiodes (relays) involved in
the communication increases the risk of disruptions dumkodr node failures. Finally,
using multiple relay nodes provides an attacker with mongoojunities to intercept or
modify a transmission, thereby posing an increased sgaisk.

The relationship between the transmitted and the receive®@pof an RF signal follows
the inverse-square law (Equation (1.5)), i.e. power dgmsitl distance have a quadratic
relationship. This can be used to justify multi-hop comneation (instead of single-
hop), i.e. energy can be preserved by transmitting packetsraultiple hops at lower
transmission power. Assume that a pagkeiust be send from a sendéto areceiveiB.
The energy necessary to directly transmit the packet caxfiregsed as the simplified
formula E4p = d(A, B)? + ¢, whered(z,y) (or simply d in the remainder of this
guestion) is the distance between two nodemndy andc is a constant energy cost.
Assume that you can turn this single-hop scenario into aifhaft scenario by placing
any number of equidistant relay nodes between A and B.

(a) Derive aformulato compute the required energy as ailmmof d andn, whered is
the distance between nodes A and B anid the number of relay nodes (i.e.= 0
for the single-hop case).
n=0:E=d*>+e¢,
n=1:E=2[($)%+,
n=2:E=3[(2)%+, etc.

therefore: = (n + 1)[(3%45)? + ]

(b) What is the optimal number of relay nodes to senith the minimum amount of

energy required and how much energy is consumed in this aptiase for a distance
d(A, B) =10 and (i)c = 10 and (ii)c = 5?
Table?? shows the computation of the energy costs forc(® 10 and (i) c=5
for 0..7 relays. In the first case, the minimum energy is obtained with 2 relays
(FE = 63.3). In the second case, the energy costs for both 3 andn = 4 are45,
i.e., both scenarios (3 or 4 relays) would lead to the optraaé.

Name at least four techniques to reduce power consumptigitéhess sensor networks.

Power management techniques can be found at various lafersensor node and
sensor network design. Many processors can be operatedl@plenfrequencies and
supply voltages using the DVS (dynamic voltage scalind)égue. Duty cycling refers
to a device’s ability to turn off the radio component whennamsmissions are taking place
or no incoming messages are expected. Further, the trasiemower of wireless radios
can be reduced, thereby limiting how far a signal can tré&etluced transmission ranges
can also lead to less interference and fewer collisionsetbee requiring fewer message
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Table1l.1 Energy computation (Exercise 1.4)
Number of Relays Energy (c=10) Energy (c = 5)

0 110 105
1 70 60
2 633 483
3 65 45
4 70 45
5 766 466
6 84.3 49.3
7 92.5 52.5

re-transmissions. The network layer is responsible forifigenergy-efficient routes,
e.g. when all nodes require the same amount of energy foiviegeand transmitting
a message, a route with the smallest number of relays (hepd)ein the most energy-
efficient route. Finally, in-network aggregation and efiaion of redundant sensor data
can reduce the amount of communication needed by sensos rtbdesby also reducing
the energy overheads.






2
Application

2.1 Mostapplications in wireless sensor networks extract im#frequency domain features
to detect interesting events. Define the following features

(a) Autocorrelation function
The autocorrelation of a random process describes thelaborebetween the values
ofthe process at different pointsin time. The correlatiamloe expressed as a function
of the two times or of the time difference. L&t be some repeatable process and
1 be some point in time after the start of that procegsmay be an integer for a
discrete-time process or a real number for a continuous-piracess — ang; is the
value measured at timeFurthermore, assume that the process has a mean value of
u; and a variance of? for all timesi. Then the autocorrelation between any two
timesj andk is:

El(xj — i) (xr) — 4] (2.1)

00k

R(.]7 k) =

(b) Correlation coefficients The correlation coefficierftsam discrete sequenceés and
Y is a measure of the existence of a linear dependency betleesetjuences. It
takes the quotients of the covariance and variance of theidudl sequences into
account:

_ COV(X,Y)
CoXY) = VVAR(X)VAR(Y) 22)

where:
CoV(X,Y) = L3N (2, - X)* (y; — ¥)” and,
VARX) =+ 3N (2 — X)%

(c) Cross-correlation function
it is an indication of the existence of a correlation betweeo time series
measurements; (t) and s2(t), wheres; and s may represent either the same
type of movement measured at different locations, or a singdvement measured
at the same location but at different times. In casig) represents; (¢ + 7), where
7 is a specified time lag, the two variables are usually noissiedlly independent,
and large cross correlations betwegrands, can result. Mathematically, the cross
correlation, X C, is described as follows:

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd



8

Application

N—
XC(r) = Z s1(i)s2(i + 7) (2.3)

1=

Ju

(d) Auto regression function

The notationA R (p) refers to the autoregressive model of ordefhe AR (p) model
is defined as:

p
Xt =c+ Z @iXt_let (24)
=1
wherey;, ..., ¢, are the parameters of the modeis a constant ane, is a white
noise.
(e) Coherence

The spectral coherence measures the relation betweengnalsor data sets in the
frequency domain. If the signals are statistically ergadid the system is a linear
system, coherence can be used to estimate the causalitgdretive input and the
output. The coherence between two signdls andy(t) is a real-valued function
that is defined as:

|Gy |”
GII ny

whereG,, is the cross-spectral density betweeandy andG,, andG,, are the

Coy = (2.5)

autospectral density af andy, respectively. The magnitude or power of the spectral

density is denoted g§&7|.

The values of a coherence function always sati$fg c,, < 1. For a constant
parameter linear system with a single inpat) and single outpuj(t), the coherence
will be equal to one. If:(t) andy(t) are completely unrelated, the coherence will be
zero. If C,, is less than one but greater than zero it is an indicationettiaer the
measurements are corrupted by noise, the system relatih@ndy(¢) is not linear
or thaty(t) is producing output due to inpuit) as well as other inputs.

The coherence of a linear system can be viewed as the fratpart of the output
signal power that is produced by the input at a particulagdeancy. Alternatively,

the quantityl — C';,, can be viewed as an estimate of the fractional power of the

output that is not contributed by the input at a particulagfrency. This leads to the
definition of the coherent output spectrut,, = C.,Gyy. G, provides a spectral
guantification of the output power that is uncorrelated witise or other inputs.

2.2 Explain the difference between time domain and frequenayalo features.

The time-domain representation of a signal described ttgnihale (amplitudes) of the
signal as a function of time. The time instance can be eitlsarete or continuous.
However, in many cases one needs to know the frequency darftéme signal rather
than the amplitudes of the individual samples. Accordinth® Fourier Theorem, any
waveform in the time domain can be represented by the walgiien of orthogonal
sinusoidal waveforms. The same waveform then can be repessen the frequency
domain as a pair of amplitude and phase values at each comfoeguency.
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2.3 A2D accelerometer sensor measures the movement of a sertman ambient excitation.
The normalized raw data that are collected for 1 second flext and y-axis are given
below. In each case, the measurement is one-dimensionahanitt be read from left to
right and top to bottom.

0.13
—0.01
0.12
0.03
0.03
0.08
0.03
—0.42
0.03
0.03

—0.01
—0.03
—0.01
0.01
0.01
0.03
—0.04
0.02
0.01
0.01

0.13 0.13 0.11 0.09 0.08 0.06 0.05 0.04 0.02 7
-0.02 -0.01 -0.02 -0.04 -0.06 -0.11 -0.12 -0.13 -0,10
0.00 —-0.06 —0.03 0.00 0.02 0.02 0.03 0.03 0.03
0.03 0.03 0.02 0.03 0.03 0.02 0.03 0.02 0.02
0.02 0.02 0.03 0.03 0.02 0.01 0.05 0.05 0.03
—0.04 0.02 -0.03 —-0.07 0.06 0.18 0.14 0.08 0.04
0.03 0.02 0.00 -0.03 -0.07 -0.13 -0.21 -0.31 —-0.31
—-0.37 —-0.28 0.31 —-0.01 —-0.28 0.12 —-0.12 0.04 -0.01
0.03 0.02 0.03 0.03 0.03 0.03 0.02 0.02 0.02

0.02 0.03 0.03 0.03 0.03 0.02 0.02 0.03 0.12 |

-0.02 -0.02 -0.02 -0.04 -0.04 -0.03 -0.02 —-0.02 —0.02 7
—0.03 0.01 0.02 0.02 0.03 0.02 0.03 0.05 0.13
0.04 —-0.02 —0.06 0.02 —-0.01 0.01 0.00 0.01 0.01
0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.02 0.02 0.01 0.01 0.01 0.01 0.01 -0.02 -0.07
-0.09 -0.05 -0.06 -0.14 -0.18 —0.03 0.05 0.01 -0.05
-0.02 -0.02 -0.03 -0.04 -0.05 -0.07 -—0.04 0.00 0.01
0.11 0.00 -0.07 0.40 —-0.06 —0.09 0.17 —0.03 0.04
0.01 0.01 0.01 0.01 0.00 0.01 0.02 0.01 0.01
0.02 0.02 0.02 0.01 0.01 0.01 0.02 0.00 -0.02 J

(a) Calculate the autocorrelation for both sequences.

The autocorrelation of the sequence from the x-axis acmeleter sensor is:

0.0156
0.0019
0.0008
—0.0055
0.0008
0.0023
—0.0010
—0.0012
—0.0018
—0.0008
0.0066
—0.0021
—0.0012
—0.0011
—0.0008
0.0027
—0.0008
—0.0026
—0.0002
0.0028

0.0097 0.0074 0.0056 0.0046 0.0041 0.0036 0.0033
0.0015 0.0014 0.0012 0.0010 0.0008 0.0003 0.0000
0.0004 —0.0009 —0.0003 —0.0016 —0.0015 —0.0000 —0.0012
—0.0062 —0.0063 —0.0058 —0.0050 —0.0041 —0.0035 —0.0024
0.0017 0.0018 0.0037 0.0031 0.0043 0.0063 0.0043
0.0015 0.0011 0.0006 0.0000 —0.0000 —0.0001 —0.0004
—0.0007 —0.0003 0.0001 —0.0003 —0.0008 —0.0008 —0.0008
-0.0013 —-0.0016 —0.0002 —0.0011 —0.0012 —0.0009 —0.0020
—0.0011 —0.0005 —0.0013 —0.0023 —0.0027 —0.0027 —0.0024
—0.0000 0.0010 0.0012 0.0024 0.0028 0.0045 0.0047
0.0047 0.0045 0.0028 0.0024 0.0012 0.0010 —0.0000
—-0.0024 —-0.0027 —0.0027 —0.0023 —0.0013 —0.0005 —0.0011
—0.0020 —-0.0009 -0.0012 -0.0011 —0.0002 -—0.0016 —0.0013
—0.0008 —0.0008 —0.0008 —0.0003 0.0001 —0.0003 —0.0007
—0.0004 —0.0001 —0.0000 0.0000 0.0006 0.0011 0.0015
0.0043 0.0063 0.0043 0.0031 0.0037 0.0018 0.0017
—0.0024 —-0.0035 —0.0041 —0.0050 —0.0058 —0.0063 —0.0062
—0.0012 —0.0000 —0.0015 —0.0016 —0.0003 —0.0009 0.0004
0.0000 0.0003 0.0008 0.0010 0.0012 0.0014 0.0015
0.0033 0.0036 0.0041 0.0046 0.0056 0.0074 0.0097

0.0028
—0.0002
—0.0026
—0.0008

0.0027
—0.0008
—0.0011
—0.0012
—0.0021

0.0066
—0.0008
—0.0018
—0.0012
—0.0010

0.0023

0.0008
—0.0055

0.0008

0.0019

0.0156

0.0025
—0.0001
—0.0045

0.0000

0.0022
—0.0011
—0.0009
—0.0014
—0.0016

0.0115
—0.0016
—0.0014
—0.0009
—0.0011

0.0022

0.0000
—0.0045
—0.0001

0.0025

0.0000
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The autocorrelation of the sequence from the y-axis acoeleter sensor is:

r0.0002
—0.0002
—0.0000
—0.0005
0.0005
0.0001
—0.0002
—0.0001
—0.0009
—0.0001
0.0001
0.0000
—0.0001
—0.0001
—0.0002
—0.0001
0.0004
—0.0002
—0.0002

L —0.0002

0.0002
—0.0003
0.0000
—0.0003
0.0008
0.0001
—0.0002
—0.0003
—0.0002
—0.0002
0.0001
0.0001
—0.0005
—0.0001
—0.0001
0.0003
0.0004
—0.0002
—0.0002
—0.0002

0.0001
—0.0003
—0.0000
—0.0003

0.0001

0.0000
—0.0004

0.0000

0.0000

0.0001

0.0016

0.0001
—0.0007
—0.0002

0.0001

0.0009
—0.0001
—0.0003
—0.0002
—0.0001

—0.0000
—0.0003
0.0000
—0.0003
0.0007
0.0001
—0.0006
—0.0004
—0.0002
0.0004
0.0000
—0.0001
0.0001
—0.0005
0.0003
—0.0002
—0.0001
—0.0001
—0.0002
—0.0000

0.0000
—0.0003
0.0000
0.0000
0.0013
0.0002
—0.0005
—0.0007
—0.0003
0.0004
0.0004
—0.0003
—0.0007
—0.0005
0.0002
0.0013
0.0000
0.0000
—0.0003
0.0000

—0.0000
—0.0002
—0.0001
—0.0001
—0.0002
0.0003
—0.0005
0.0001
—0.0001
0.0000
0.0004
—0.0002
—0.0004
—0.0006
0.0001
0.0007
—0.0003
0.0000
—0.0003
—0.0000

(b) Calculate the correlation coefficients of the sequences

The correlation matrix of the sequencEsandY  is given as:

Therefore the correlation coefficient,,, of the sequences is -0.1675.

(c) Calculate the FFT of both sequences.

1.0000
—0.1675

—0.1675
1.0000

—0.0001
—0.0002
—0.0003
—0.0001
0.0009
0.0001
—0.0002
—0.0007
0.0001
0.0016
0.0001
0.0000
0.0000
—0.0004
0.0000
0.0001
—0.0003
—0.0000
—0.0003
0.0001

The FFT of the sequence from the x-axis accelerometer ingise

—0.0002
—0.0002
—0.0002
0.0004
0.0003
—0.0001
—0.0001
—0.0005
0.0001
0.0001
—0.0002
—0.0002
—0.0003
—0.0002
0.0001
0.0008
—0.0003
0.0000
—0.0003
0.0002

—0.0002
—0.0002
—0.0002

0.0004
—0.0001
—0.0002
—0.0001
—0.0001
—0.0000

0.0001
—0.0001
—0.0009
—0.0001
—0.0002

0.0001

0.0005
—0.0005
—0.0000
—0.0002

0.0002

—0.0002
—0.0002
—0.0005
0.0004
0.0007
—0.0002
—0.0003
—0.0006
0.0000
0.0036
0.0000
—0.0006
—0.0003
—0.0002
0.0007
0.0004
—0.0005
—0.0002
—0.0002
0.0000
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0.0100

1.9381 — 0.2695¢
—0.4573 — 0.4685¢
0.7838 — 0.0541:
—0.2044 + 0.1761¢
0.5000 — 0.79002
0.8173 + 0.5392:
—0.5433 + 0.2637:
—0.0256 — 0.5615¢
0.4714 — 0.2308:
0.2300

0.4714 + 0.2308:
—0.0256 + 0.5615:
—0.5433 — 0.2637¢
0.8173 — 0.5392:
0.5000 + 0.79004
—0.2044 — 0.1761¢
0.7838 + 0.0541:
—0.4573 + 0.46851
1.9381 + 0.269514

The FFT of the sequence from the y-axis accelerometer ingise

—0.0100

0.1917 + 0.5692:
0.2410 + 0.2155¢
0.0113 + 0.21042
—0.2636 + 0.17831¢
—0.4700 — 0.2600¢
0.3640 — 0.6721:
0.3703 + 0.4462:
—0.4314 + 0.5834¢
—0.5033 — 0.1525¢
0.1900

—0.5033 + 0.1525:
—0.4314 — 0.5834¢
0.3703 — 0.4462:
0.3640 + 0.6721:
—0.4700 + 0.2600¢
—0.2636 — 0.1783¢
0.0113 — 0.2104:
0.2410 — 0.2155:
0.1917 — 0.5692:

0.8025 — 1.4785:
—1.1829 + 0.8001¢
0.6988 — 1.3108z
0.2727 4 0.23821¢
—0.0719 — 0.5883¢
0.6070 — 0.00102
—0.6272 + 0.2862¢
—0.1924 — 0.6864¢
0.5330 — 0.4780:
0.2453 4+ 0.3640:
0.0211 — 0.0109:
—0.1372 + 0.3806:
—0.7052 — 0.5154¢
0.6537 — 0.8278:
0.4814 + 0.5377¢
—0.7291 — 0.3037¢
0.5362 — 0.9460:
0.7558 + 0.27261
0.1763 — 0.3967:
0.4183 + 2.9520:

0.6053 — 0.0123:
—0.2959 + 0.1878:
0.0431 — 0.0941:
0.3898 — 0.2785:
—0.0368 + 0.0343:
0.1786 — 0.2433:
0.5043 4+ 0.45461
—0.3310 + 0.73052
—0.5176 — 0.1664¢
0.3760 — 0.0214:
—0.2708 + 0.1779:
—0.2618 — 0.2294¢
0.3494 — 0.2780:
0.5606 + 0.9172¢
—0.8868 + 0.2938:
—0.0630 — 0.6133¢
0.2652 — 0.2948:
0.1479 — 0.0042:
—0.4671+0.11152
—0.0039 — 0.8793¢

3.0096 + 1.87241
—0.1823 — 1.2541¢
0.3343 + 1.0120¢
—1.0284 — 0.4318¢
0.2495 — 0.3662:
—0.3308 + 0.53361
—0.4873 — 0.3354¢
0.2368 — 0.35951
0.2767 4- 0.604517
—0.5775 + 0.0268:
—0.0907 + 0.1701¢
—0.8132 — 0.3938¢
0.3944 — 0.75531
0.2527 + 0.32751¢
—0.8158 — 0.0329¢
0.2535 — 0.9499:
0.3909 + 0.5318:
—1.0753 + 0.0329:
1.0273 — 0.20451
—0.4807 — 1.0864¢

—1.2426 + 0.7345:
0.4854 — 0.76067
0.2038 — 0.0333:

—0.2337+ 0.2153:

—0.2171 — 0.3750¢
0.3631 — 0.0934:
0.0248 + 0.75591

—0.5515 — 0.3396¢
0.6376 — 0.40341
0.1130 4 0.13231¢
0.0595 — 0.0464:
0.3602 — 0.0731:
0.6866 + 0.7003¢

—0.7083 + 0.4020:
0.1616 — 0.6267:
0.4998 4- 0.16411

—0.4067 + 0.6490:

—0.4258 + 0.0002:

—0.1048 — 0.4401¢

—0.0903 + 0.6244:

—0.4807 + 1.0864¢
1.0273 + 0.2045¢
—1.0753 — 0.0329¢
0.3909 — 0.5318:
0.2535 + 0.9499:
—0.8158 + 0.0329¢
0.2527 — 0.32752
0.3944 + 0.75531
—0.8132 + 0.3938:
—0.0907 — 0.1701¢
—0.5775 — 0.0268¢
0.2767 — 0.60452
0.2368 + 0.35951
—0.4873 + 0.33542
—0.3308 — 0.5336¢
0.2495 4+ 0.36621¢
—1.0284 + 0.4318¢
0.3343 — 1.0120z
—0.1823 + 1.2541¢
3.0096 — 1.87241

—0.0903 — 0.6244¢
—0.1048 + 0.4401¢
—0.4258 — 0.0002¢
—0.4067 — 0.6490¢
0.4998 — 0.1641:
0.1616 + 0.6267¢
—0.7083 — 0.4020¢
0.6866 — 0.70032
0.3602 + 0.0731:
0.0595 4+ 0.04641
0.1130 — 0.1323:
0.6376 4 0.40341
—0.5515 + 0.3396¢
0.0248 — 0.7559:
0.3631 + 0.0934:
—0.2171 + 0.3750:
—0.2337 — 0.2153¢
0.2038 + 0.0333:
0.4854 + 0.76061
—1.2426 — 0.7345¢

0.4183 — 2.9520:
0.1763 + 0.39674
0.7558 — 0.27261
0.5362 + 0.94601
—0.7291 + 0.3037:
0.4814 — 0.5377:
0.6537 + 0.82781
—0.7052 + 0.5154¢
—0.1372 — 0.3806¢
0.0211 4- 0.0109¢
0.2453 — 0.3640:
0.5330 + 0.47801
—0.1924 + 0.6864¢
—0.6272 — 0.2862:
0.6070 4- 0.00101¢
—0.0719 + 0.58831
0.2727 — 0.23821
0.6988 + 1.3108:
—1.1829 — 0.8001¢
0.8025 + 1.47851

—0.0039 + 0.8793i
—0.4671 — 0.1115¢
0.1479 + 0.0042¢
0.2652 + 0.29481
—0.0630 + 0.6133:
—0.8868 — 0.2938¢
0.5606 — 0.91723
0.3494 + 0.27801
—0.2618 + 0.2294¢
—0.2708 — 0.1779¢
0.3760 + 0.02144
—0.5176 + 0.1664:
—0.3310 — 0.7305¢
0.5043 — 0.45461
0.1786 + 0.24331
—0.0368 — 0.0343¢
0.3898 + 0.27851
0.0431 + 0.0941:
—0.2959 — 0.1878:
0.6053 + 0.0123¢
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2.4 To improve the expressiveness of frequency domain fegtitisgpreferred to compute

2.5

2.6

the Short Time Fourier Transform (STFT) of a time series eaqa instead of the FFT
of the entire frame.

(a) Divide the 1-second frame into 10 subframes such tha¢ tisean overlap of 50%
between each subframe except the first and the last ones.

(b) Calculate the STFT for each window.

(c) Now reduce the overlap to 25% and compute the STFT and amntpe results with
the results obtained from the 50% overlap subframes.

How can oversampling of sensor data overcome the effectiséfio

The basic idea in oversampling is to increase the sampliegofethe signal to the point
where a low-resolution quantizer suffices. By oversamplinig possible to reduce the
dynamic range of the signal values between successive samapd thus reduce the
resolution requirements on the quantizer.

One of the time domain features used to recognize integestients is the zero-crossing
rate, which can be expressed as:

1 T
?ZF(s(i)-s(z’—l) < 0)

=1

ZCOR(s) =

wheres is a discrete, time-series sequenge) ands(: — 1) are two consecutive samples.
F = 1ifthe evaluation is truef’ = 0 otherwise.

(&) Compute the zero crossing rates for the two time seri@sarements given above.
ZCR(X-axix) =

F(0.02 x (—=0.01) < 0) + F((—0.10) x 012<O)+F(< 0) + F(0.08 x (—0.04) < 0)+
F((—0.04) x 0.02 < 0) + F(0.02 x (—=0.03) < 0) + F((—0.07) x 0.06 < 0)+
F((—0.28) x 0.31 < 0) + F(0.31 x (— 01)<0)+F(( 0.28) x (—0.12) < 0)+
F(0.12 x (—0.12) < 0) + F((—0.12) x 0.04 < 0) + F(0.04 x (—0.01) < 0)+
F((—0.01) x 0.03 < 0)
=13
ZCR(Y-axis) =

F((—0.03).01 < 0)+ F(0.13 x (—0.01) < 0) + F((—0.01) x (0.04) < 0)+
F(0.04 x (—0.02) < 0) + F((— 006)><002<0)+F(002><( 0.01) < 0)+
F((—0.01) x 0.01 < 0) + F(0.01 x (—0.02) < 0) + F((—0.07) x 0.03 < 0)+
F(0.03 x (—=0.09) < 0) + F((—0.03) x 0.05 < 0) + F(0.01 x (—0.05) < 0)+
F((—0.07) x 0.40 < 0) + F(0.40 x (—0.06) < 0) + F((—0.09) x 0.17 < 0)+
F(0.17 x (—0.03) < 0) + F((—0.03) x 0.04 < 0)

=17
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2.8

(b) What conclusion can be drawn from the zero-crossin@rate
The zero-crossing rate reveals how often a signal (measm@rorosses the zero-
reference line. It is a direct indication of the fundameffitatjuency of the signal.
For an accelerometer sensor, if the calibration positidtn@wvn, the zero-crossing
rate can be used to estimate the orientation of the sensoexBmple, if the sensor
is calibrated by standing it up (say, along the- axis), then it will produce an
acceleration oflg if it is laid flat with a displacement ad0° either in thez — axis
orinthex — axis.

Another interesting feature is the spectral centroid, gufescy domain feature which
represents the balancing point of the spectral power digtan:

O, — Loy Miln] - n
, = &n=1 T T
Yoy Mifn)
wherelM;[n] is the magnitude value of the spectrum at position (freqyenc
Calculate the spectral centroid for the two time series sages given above

[1:100] x =
C = —— = —-1259.33
() ones(1,100) x x
whereX is a column vector
1:100
Coly) = 100Xy s

ones(1,100) x y
wherey is a column vector

In structural health monitoring, inspection techniquesd@assified into global and local
inspection techniques. Explain the difference betweereahechniques. For which of
these techniques are wireless sensor networks suitable?

Local monitoring:

e Detect tiny incipient cracks or defects in structures
e Sophisticated ultrasound, thermal, X-ray, magnetic, dicapimaging techniques.
e Such imaging equipments are expensive, power consumiddyuky

Global monitoring

e Discover damage large enough to influence the propertidseddntire structure or
large sections of it.

¢ Significant damage to an entire cable on a bridge or an erttiverm of a building.

e Infer damage from changes in the modes of structural regpdue to external
excitations, either ambient or forced.

Global monitoring is more suitable for wireless sensor eks.



14

Application

29

2.10

211

212

2.13

214

Explain how the property of a pipeline changes at a locatibere gas and oil leakages
occur.

Fluid pipelines generate a hot-spot at the location of tlad,levhereas gas pipelines
generate a cold-spot due to the gas pressure relaxation.

Explain how an acoustic sensor can be used to monitor thewebat a pipeline.

If the speed of a sound through a fluid medium is known, a tifaffight approach can
be used to determine the type of material that passes thieopgteline.

Alternatively, the Swept Frequency Acoustic InterferomegiSFAI) can be used to

characterize fluids (gases, mixtures, suspensions, emas|diquids, etc.). The technique
is based on setting up standing waves in fluid-filled cavity@etermining very accurately
the sound speed and sound absorption as a function of freguen

Explain the principle of piezoelectric sensor to measurgaeneent?

When a mechanical stress is applied to a piezoelectric rahtrgenerates an electric
charge which is proportional to the applied stress. Thiperty can be used to measure
movement.

How can a magnetic sensor be employed to measure the movehwetiicles?

Because of their metallic parts, vehicles disturb the mtgfield distribution of the earth

as they drive. The magnitude of disturbance is proportibtméhe size of the metallic

objects in the vehicles and the speed of drive. This can besumed by a magnetic
sensor in which a voltage is induced as the magnetic fieldeoktrth is disturbed. By

considering the induced voltage and its polarization, srable to determine the type of
car and the speed of drive as well as the direction of the drive

What is an electromyography and for what application cae iiged?

Electromyography (EMG) is a technique for evaluating ancbrding the electrical
activity produced by skeletal muscles. EMG is performedgsin instrument called an
electromyography, to produce a record called an electrgmayo. An electromyography
detects the electrical potential generated by muscle wiks) these cells are electrically
or neurologically activated. The signals can be analyzelbtect medical abnormalities,
activation level, and recruitment order or to analyze tloert@chanics of human or animal
movement

Describe the three phases of a Parkinson’s disease.

Persons who are being given an external stimulation to raetreglls in the substantia
nigra to produce more dopamine can be found in one of the fiirases:

(a) The exhibition of typical symptoms in the form of tremadaslow movement when
the motivation has worn off. This is known as thié state

(b) Normal movements free of tremor when the medication liaried. This is known
as theon state and

(c) An exaggerated involuntary movements when the medicais at a highest
concentration. This is known alyskinesia
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2.15 What is a heat unit?

Often a heat unit is defined as the amount of heat requireds® tfze temperature of one
gram of waterl°C'. The heat unit is also alternatively referred to as the &rifthermal
Unit (BTU), which is the amount of heat required to raise #mperature of one pound
of water throughl°F" (58.5°F — 59.5°F) at sea level (30 inches of mercury).
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3.2

3.3

A vibration sensor outputs an analog signal with a peakit&-goltage of 5V at a
frequency of 100Hz.

(a) What should be the minimum sampling frequency, so thémfoomation should be
lost during the digitization process?
The minimum sampling rate should satisfy the Nyqusit rateictvis twice greater
than the frequency of the analog signal, i.e. it has to be kairgi 200Hz.

(b) Suppose aresolutionof0.025V is required to detectt@nasting event. What should
be the resolution of the ADC in terms of bits to convert thd@agaignal into a digital
signal?

According to equation (3.1):

10V

0.025 = o — = > 2M = 400 — — > m = 1b(400) = 8.6

Therefore an ADC of 9 bits resolution is required.

What is the drawback of using a multi-channel ADC?

At high sampling frequency, the crosstalk and uncorrelataése in multi-channel ADCs
is high and undermine the signal-to-noise ratio on the iddial channels. Moreover,
signal coupling creates spurs that can reduce the spunieasif/namic range (SFDR)
and total harmonic distortion (THD).

What is aliasing?

Aliasing occurs when an analog signal is sampled at a rattble Nyquisit rate.

Suppose the analog signdl) is a band limited signal with bandwidtf} = 2 f;. The
sampling process is expressed as:

s(t) x 3 6(t —nT).
Recall that multiplication in time domain is equivalent tongolution in Frequency
domain. Hence, the sampling process is expressed as:

s(f)x 3 6(f —nfs) = > s(f —nfs. Wheref, is the sampling frequency. This

— 0o

shows that the spectrum of the baseband signal repeafsitseperiodfs. If f; > 2/,

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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M (f)

0 fo f-f f-2; f
(c)

£=2f; s Ay

Figure3.1 Aliasing

there will be no overlap between the adjacent replicationth® baseband spectrum
(see Figure?? (b)). If, however,fs < 2f;, there will be an overlap between the adjacent
spectrums, and this is called aliasing (see Figi?réc)). An aliasing effect cannot be
removed by a lowpass filter.

3.4 Define each of the following terms as applied to discrete 8igeal processing systems:

(a) Linearity
In a linear system, there is a linear relationship betweerirthut and the output of
the system. More generally, a linear system is charactéhyéts impulse response:

T{afnl} = T {5 alkloln — 41}
= Y ak)T {o[n — k]} = X5 a[k)hi[n]

Hence, if we have to cascaded linear system with impulseregsh; [n] andhs[n]
respectively:

y[n]

z[n] * (h1[n] + ha[n]) = z[n] x hi[n] + x[n] * ha[n]

(b) Time-invariance
A system is time-invariant if the impulse response of theeyssatisfiesh[k] =
hln — K].

(c) Causality
The impulse response of a causal system satisfies: h[n] =@, n <
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(d) Stability A system is stable if:

S=> |n[k]| < oo

3.5 While they are not most energy-efficient, microcontrolemesthe predominantprocessors
in wireless sensor networks. Explain some of the reasons?

Microcontrollers offer greater programming flexibility mpared with the other types of
small-scale processors; hence, they are useful for maricappns.

3.6 Explainthe reason why using the von Neumann architecturatisfficient for a wireless
sensor node.

In the Von Neumann architecture, there is a single memorgesfiar data as well as
program code and a single bus interfaces the memory unit théhprocessor. This
means each data and instruction transfer requires a seggEe, as a result of which
computation is slow in low-scale processing subsystems.

3.7 Why are parallel busses not desirable in a wireless senst@™o

Parallel busses require large space. This is difficult taoecnodate in small sensor
nodes.

3.8 What is the side-effect of using a serial bus that suppohtslfiplex communication?

A full-duplex serial bus requires four data lines insteatiaf data lines that are required
for a half-duplex bus. Besides the space required for hgubie extra data lines, it also
mean more pines on the IC packages.

3.9 Explain the following terms in the context of the serial b8B)

(a) Serial Data Out
SDO pin carried data out of the device
(b) Serial Data In
SDI pin carries data into the device
(c) Serial Clock
SD is responsible for controlling the sending and receighdata.

3.10 How can a Master component communicate with multiple slaves

(@) 1°C
I2C uses an addressing mechanism which enables a master decm®municate
with more than one slave device. Each device is connectddtidt SDA and SCL
wires as shown in Figure? (a). Figure?? (b) shows an example configuration. The
advantage of this configuration is that a new device can bedddan existing one
can be removed without affecting the configuration.
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SDA

Master

SCL

Slave Slave Slave

(a)

SDA
VCC
scL Loy,
1/0
Expander

Microcontroller EEPROM ADC

(b)

Figure3.2 Connecting devices with thE*C serial bus. (a) A schematic diagram. (b) An example
configuration.

(b)

SPI

SPI enables a single master to connect with multiple sldwesigh the Slave Select,
Chip Select §5(CS)) signal. When SS is low, a slave is enabled. This is displayed
in Figure??. In (a) a single master is connected with a single deviceanihi(b) a
single mater is connected with multiple devices. The pnobiéth this configuration

is that an addition or a removal of a device cannot take platieowt affecting the
configuration.

3.11 Explainwith the help of diagrams how the data transfer mottof the/2C bus functions.
TheI%C protocol is shown below:

In I2C, the master initiates communication and controls the cleigkal. The data
transfer procedure is summarized as follows:

@
(b)
(c)
(d)
(e)
0]
(9)
(h)

Master sends start condition (S) and controls the clapias

Master sends a unique 7-bit slave device address

Master sends read/write bit (R/W) - O - slave receivesslave transmits
Receiver sends acknowledge bit (ACK)

Transmitter (slave or master) transmits 1 byte of data

Receiver sends an ACK bit for the byte received

If there are more bytes to transmit, step 5 and 6 are regeat

For a write transaction (master transmitting), masteués stop condition (P) after
the last byte of data. For a read transaction (master regpivimaster does not
acknowledge final byte, just issues stop condition (P) terimf the slave the

transmission is completed.
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SCLK
MOSI
Master MISO Slave
SsS
(a)
SCLK @— SCLK
MOSI o 2 » MOSI
Master M@ MSO Slave 1
SS1 SS
SS1
SS1
@®—— SCLK
° ¢ MOSI
g MSO Slave 2
» SS
» SCLK
MOSI
MSO Slave 3
SS

(b)

Figure3.3 Connecting devices with the SPI serial bus. (a) A single erasinnecting with a single
slave. (b) A single master connecting wtih multiple slaves.
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Start Read or write Start Stop
(by master) (by master) (by master) (by master)
S w F
/
SB LSB MSB LSB  MSB LSB

Slave address
(by master)

Data
(by transmitter)

Data
(by transmitter)

Figure3.4 Thel?C protocol

Communication i 2C takes place through the serial data line (SDA) and the coatiin

of the serial clock line (SCL). Start condition (S) is flaggaaly when there is SDA
transition from 1 two 0. Likewise, stop condition (P) is flagigonly when there is SDA
transition from 0 to 1. During a repeated start (Sr), a sigrta is flagged instead of a
stop. One clock pulse is required for each data bit tranBfata exchange takes place
during low clocks. The figure below summarizes data, clock@mtrol signals.

D

Dataline | Change of ;
stable: | data |

1
]
1
!
1
1
I
1
I
1
1
! datavalid ; allowed ;

(c)

Figure3.5 Signaling inI?C protocol

3.12 Explain the basic similarities and differences between@ARnd an ASIC.
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Table3.1 Comparison between FPGA and ASIC

FPGA ASIC

Faster time-to-market Slow time-to-market

No NRE (Non Recurring Expenses) High NRE

Simple design cycle Complex design cycle

Remote reprogramming possible Remote reprogramming resifgle

Good for low speed and low volumeGood for high speed, big volume designs
designs

High power consumption Low power consumption

Cheap design tools Expensive design tools

Mixed signal design is not possible Mixed signal design fies

3.13

3.14

3.15

3.16

3.17

Difference between ASICs and FPGAs mainly depends on ctst, availability,
performance and design flexibility. Tali?8 summarized some of their differences.

Explain some of the distinct features of the Super-Harvegtitecture.

(a) It provides an internal instruction cache to store fesgly needed instructions.
(b) Program memory can be used to store data.

(c) Direct data streaming from an external hardware intoddia memory through an
I/0O controller is possible.

A large number of commercially available wireless sensalasdntegrate three types of
memory architectures: EEPROM (flash memory), RAM and ROMl&x the purpose
of each of them.

The RAM memory is used to temporarily store data and progrestictions that are
ready to execute. ROM is used to store program instructiodsEEPROM is used for
data logging.

The communication subsystem of a wireless sensor node &lysuterfaced with the
processor subsystem througl§ &1 bus instead of2C bus. Why is it?

The SPI bus provides a high speed data transfer.

While dynamic memory management is very useful, it cannaupported in wireless
sensor networks, why?

A dynamic memory management strategy requires a memorycadtip whose
responsibility is to keeps track how much memory is allodaiad how much is free.
Based on this knowledge, it provides applications with tghtramount of memory and
reuses a memory block that is no longer in use. In wirelessoseretworks, it is usually
known at design time how much memory is required by the agfin (in most cases,
there is only a single application), and therefore, the logad introduced by the memory
management service is undesirable.

What is a virtual memory?
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3.18

3.19

3.20

In a system that supports virtual memory, physically fragted blocks of an active
memory can be presented to applications as if they weregumoiis. Alternatively, the
address space can be extended to include some portion akthstarage.

In most communication systems, the last stage in the remeptiocess requires digital-
to-analog converters (DAC). But in this book, the DAC is nicdissed. Why do you
think is the reason?

The data extracted from a wireless sensor network is fupieaessed at the application
level using digital signal processing algorithms. Therefdhere is no need to convert
the digital signal back to an analog signal.

Explain two different ways of interfacing an analog temper@sensor with a processor
subsystem.

(a) Mostprocessing subsystems integrate internal ADCsiwd@n be directly connected
with the temperature sensor.

(b) Alternatively, an external ADC can be used to interfdaeetemperature sensor with
the processing subsystem.

How can two hardware components having different speed aamuate with each other
through a serial bus?

If the serial bus is SPI, the master adjusts its speed witspked of the slower device.
if I2C is used, the minimum speed that can be supported is alregdsos device has
to satisfy this requirement to access the bus.
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4.1

4.2

4.3

4.4

4.5

What is a process in the context of operating systems?

A process is an instance of an executable program. In a thuéaded system, a process
may consist of one or more threads.

What is an intra-process communication and how does it rdffiem inter-process
communication?

A typical inter-process communication is communicatiotngeEn multiple threads of
the same process. These threads share the same memorgsgheg,can communicate
with each other by writing into and reading data from the meminter-process
communication is communication between two or more praessich do not share
a memory space. These processes require a mediator — thatiogesystem — to
exchange messages. Alternatively, they can use messayegasage listenersto directly
communicate with each other.

Explain the difference between a system program and ancapiplh program?

In wireless sensor networks, a system program belongs topgbeating system. It is
mainly responsible for managing hardware devices (suchwagehdog timer, the radio,
asensor, etc.). An application program belongs to the egipdin or a higher-level service
(such as a routing protocol) and accesses hardware deliioesgyh one or more system
programs.

What are system calls?

System calls are a set of functions provided by the operaystems to applications
and higher-level services so that they can make requedaddevel (mostly hardware
related) services without the need to know how the systeta as¢ implemented or the
services are actually provided.

Explain the following terms and what are some of the mechmasite avoid them?

(a) Race condition A race condition occurs when there is @ntinproblem with the
arbitration mechanism of a shared resource in an operaisigra that supports
concurrent programming. A typical example is when two paogs “collide” as they
attempt to modify one and the same file, which leads to dataption.

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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(b) Deadlock
A deadlock occurs when two processes in a multi-threadedra@ment
simultaneously wait for the other to release a shared resoAccording to Coffman
et al.! deadlock occurs because of one of the following reasons:

i. Tasks claim exclusive control of the resources they nexyiTihis is calleanutual
exclusion condition

ii. Tasks hold resources already allocated to them whildimgaifor additional
resources. This is calledait for condition

iii. Resources cannot be forcibly removed from the taskslingl them until the
resources are used to completion. This is catlegoreemption conditian

iv. A circular chain of tasks exists, such that each task$olte or more resources
that are being requested by the next task in the chain. Tb@ledcircular wait
condition

The first condition can be prevented by removing the mutualsion condition, i.e.
no process may have exclusive access to a resource. Fonpngvthe remaining
three conditions, the Coffman et al. adopt the suggestiaterbg Havendet:

i. Each task must request all its required resources at omg¢eannot proceed
until all have been granted.

ii. If a task holding certain resources is denied a furthguest, that task must
release its original resources and, if necessary, requast again together with
the additional resources.

iii. Theimposition of alinear ordering of resource typesaditasks. In other words,
if a task has been allocated resources of typemay subsequently request only
those resources of types followimgin the ordering.

(c) Starvation Resource starvation occurs when a procésgmrpetually denied to
access the resources it requires. This is particularly #se evhen the operating
system supports priority-based execution — a low prioritgcpss may never be
scheduled because of a blocking high priority process. Bgahin-based scheduling
mechanism avoids resource starvation by dividing the di@ttime into slots and
making sure that each task (process) receives a portiotisdrie.

4.6 Compare the following scheduling mechanisms:

(a) FIFO scheduling
In a FIFO scheduling mechanism a task is processed basea dinstiin-first-out
principle.

(b) Sorted queue

In a sorted queue scheduling mechanism, tasks in a queuesaisofited according
to a set criterion, for example, based on their length.

1Coffman, E. G., Elphick, M., and Shoshani, A. 1971. Systeradbacks. ACM Comput. Surv. 3, 2 (Jun. 1971),
67-78.
2Havender. J. W. 1968. Avoiding deadlock in nnllti-taskingtems. IBM Systems Journal. 2 (1968), 74-84.
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4.7

4.8

4.9

4.10

411

412

4.13

4.14

(c) Round-robin
In round-robin scheduling mechanism, time multiplexingsed to divide time fairly
among competing tasks. The execution time is divided interse slots and each
task is executed in a slot. When the slot is due, the task igrsbbld and the next
task is executed. This way, all tasks progress togethenrtsaheir completion.

What are interrupts and interrupt handlers?

An interruptis an asynchronous signal (event) and is geeetsy a hardware or software
componentwhich requires immediate handling. When thegasing subsystem receives
an interrupt event, it transfer control to an interrupt Handalso called an interrupt
service routine (ISR). An interrupt handler is a callbadkreutine which is called by the
operating system when an interrupt event is received.rippehandlers should register
for the interrupt types they are interested in.

Why do most operating systems in wireless sensor networkseda kernel? A
monolithic kernel with a small finger print enables dynamiduale update and dynamic
reprogramming.

What is a preemptive process? Provide an example. A preeepticess is a privileged
process which temporarily preempt (interrupt) a task wiscturrently being executed
and takes over control.

How is concurrency supported in TinyOS?

In TinyOS tasks are executed up to completion, which meahsamre task accesses a
resource at a time.

What is a split-phase programming and how is it useful in l&Bg sensor networks?

A split phase program divides a function call into a call (@thiwill be immediately
acknowledged) and return (which will be notified as an asyorbus event when the
called function completes execution).

Explain the difference between configuration componerdsraodules in TinyOS.

A configuration component describes how different modutesragerconnected to build
an executable service or application, whereas a module isnplementation of an
interface.

Why do threads require their own separate stacks and whaeigproblem with this
approach in wireless sensor networks?

Threads require separate stacks in order to store theiromtext. This requires amemory
space larger than a single-stack based execution. Sincemeésma scarce resource in
wireless sensor networks, multi-threading is expensive.

Give three reasons for supporting dynamic reprogrammingrieless sensor networks.

(a) The sensing task may change overtime;
(b) The application code may need debugging and correciiuah;
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4.16

4.17

4.18

(c) Policies related to the environment in which the wirslssnsor network operates
may change and therefore, the network may need to adapstotthinge.

Explain the difference between event-based and threaetlmgerating systems. Discuss
some of the advantages and disadvantages of the two appsiac¢he context of wireless
sensor networks.

In event-based programming, interaction between prosés®ased on events and event
handlers. Tasks are executed to completion, unless thaptareupted by events. This
way concurrency is supported and execution is efficientesonly one task is executed
at a time, long-duration tasks may block short-duratiokgabut this problem can be
overcome by using a sorted queue scheduling.

In multi-threaded programming, multiple threads run coneotly. Threads can be
suspended ensuring non-blocking operation. Howeverathreanagement introduces
resource overhead on the operating system.

Explain the difference between static and dynamic memdogation.

In a static memory allocation, memory is allocated to a piqarogram at compilation

time. If the memory requirement of the program is known at pidation time and this

requirement remains unchanged, static memory allocatiefficient. But sometimes it
is difficult to foresee the memory requirements of a pieceofjpam, in which case static
memory allocation is inflexible.

In dynamic memory allocation, the memory requirement okg@iof program is decided
atruntime, and memory is allocated accordingly. Whilefitggible, programs are usually
allocated memory a little more than they require, which cannefficient in resource-
constrained devices.

How is separation of concern supported in the following afieg systems:

(a) Contiki
Contiki distinguishes between core services (which arerdid to the OS and remain
unchanged once the system is running) and dynamic reloadablices which can
be reprogrammed at runtime.

(b) SOS
SOS provides a small monolithic kernel and reloadable ¢g@mmable) modules.
SOS saves the context of a module outside of the module saaolmééxt transfer
during dynamic reprogramming is possible.

(c) LiteOS
In LiteOS, applications are not a part of the OS, so each camdependently
developed.

Explain the following concepts in TinyOS:

(&) Commands
Commands are non-blocking requests for service.
(b) Tasks
Tasks are monolithic processes that should be executedrtpleton
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4.19

4.20
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4.22

4.23

4.24

4.25

4.26

(c) Events
An eventis an occurrence of interest outside of a procespiampts the process to
act (or handle the event).

What is the difference between a TinyOS command and a SOSages3s

The two are the same in that both are executed asynchronaugligoth are scheduled
before they are processed. Whereas tasks are executab&sges, messages require
message handlers to process.

Why is the state of a module stored in a separate memory spatsde of the module)
in SOS? So that dynamic module update or reprogramming isitesIf a module’s
state is stored outside of it, it can easily be replaced orifieald

Explain how SOS supports dynamic reprogramming.

When a new module is available, a code distribution prot@mlertises it in the
network. The local distribution protocol evaluates theextigement in terms of relevance
and resource requirements and if all is fine, proceeds withntiading. Once the
downloading is successfully completed, module insertades$ place. During module
insertion, the kernel creates metadata to store the aksatldress of the handler, a
pointer to the dynamic memory holding the module state aaddibntity of the module.
Then the SOS kernel invokes the handler of the module by stingdan init message
for the module.

How is multi-threading supported in a Contiki environment?

Contiki is by default an event-based operating system, ffetsomulti-threading an
alternative library service, which can be dynamically led@nd integrated as a part of
the application code.

What is the function of a program loader in Contiki and whyt isriportant?

The program loader is responsible for dynamically loadimgadule. If the module is
available locally, it loads it from the program memory inte tactive memory, but if the
module is not available locally, then it employs the comngsation module to fetch the
binary image.

How is module replacement supported in Contiki?

Contiki supports dynamic reprogramming by separatingaegdble modules from the
core services (which make up the program loader, the conuation service and the
kernel). The former can be replaced by employing the congcses.

What is the advantage of considering a wireless sensor nledsaistributed file system
in LiteOS?

Users can easily navigate through and program the sensesniear both aspects LiteOS
provides intuitive interfaces, particularly, for Linuxers.

What is differential patching in LiteOS?

A differential-patching estimates the location of a progra the active memory and
carry out module update based on this knowledge.
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4.27 Explain the functions of the following message handlers@8S

(a) init-handler The init-handler is called by the scheduler when first a module is
initialized. During dynamic module replacement, it is uséd pass over the context
of the previous module.

(b) final-handler

Thefinal-handleris called before a module is removed from the active memory so
that it can gracefully release all the resources it owns.

4.28 Which type of scheduling strategy do the following opergtgstems employ:

(a) TinyOS: FIFO

(b) SOS: FIFO

(c) Contiki: FIFO, Priority scheduling (for poll handlers)
(d) LiteOS: Priority scheduling with an optional round-nob

4.29 How does TinyOS deal with dynamic reprogramming?
TinyOS requires a separate module (outside of the OS) toostghpnamic programming

4.30 Why is separation of concern in TinyOS not a priority?
Because of code efficiency.
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5.2

5.3

How can a single ADC be employed by multiple sensors to canlieir analog output
into corresponding discrete sequences?

An analog multiplexer can be used to serialize the input of dwmore sensors.

Suppose a discrete memory-less channel (DMS) source gmitsads from the ternary
alphabetd = {—1, 0, 1} with a probability,P(—1) = 0.5, P(0) = P(1) = 0.25. Butthe
source can also be configured such that instead of emittiagwmbol at a time, it can
emit two symbols 4?) with a probability that is the multiplication of the prolitities
of the individual symbols. Show that the entropy of the secoonfiguration is twice
greater than the entropy of the first configuration.

The entropy of the first configuratiof (A), is

= —p(=1)log(p(—1)) — p(0)log(p(0)) — p(1)log(p(1))
= —0.5l0g(0.5) — 0.2510g(0.25) — 0.2510g(0.25)
—1.5l0g(0.5)

The entropy of the second configuratidii(a?), is:

= p(=1,—1log(p(=1,-1)) = p(=1,0)log((—1,0)) — p(—1, 1)log(p(=1,1))—
p(0, ~1)log((0, 1))  p(0,0)log((0,0)) — p(0, 1)Iog((0, 1))~
p(1, =Dlog((1, 1)) — p(1,0)log((1,0)) — p(1, 1)log((1,1))

= —3log(0.5)

From the two values, it can be concluded thtA?) = 2H (A).

The following codes are given:
C; ={1,10,01}

Cy = {0,00001}

Cs = {0,10,11}

Cy = {01,11}

Cs = {0,00,000}

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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(&) Which of the given codes are uniquely decodable?

(b)

(€)

Cs
54 Su

C»,C3, andCy are uniquely decodable where@s and Cs are not. For example,

if we decode the sequence 11011 w(thy : a1l = 1,a2 = 10, ac = 01), it can be
decoded as al, a2, al,al or as al,al,a3,al. So it's not iynadpedable. For
(Cs5 :al =0,a2 = 00,a3 = 000), if we decode the sequence 000000, it can be
decoded as al, a2, a3 or al, a3, a2 or a2, al, a3 or a2, a3, gladr a3 or a3, a2,
al.

Which of the given codes are instantaneously decodable?

C3 and Cy, sinceC3 and C, are prefix-free codes, which indicates that they are
also the instantaneously decodable codes. Instantayatridable codes must be
the uniquely decodable codes. So the non-uniquely decedaioles must be non-
instantaneously decodable codes. ConsequéntbndCs cannot be instantaneously
decodable. Fof,, if the sequences 000001 need to be decoded, one can dedpde on
after the bit 1 is received. Thus, there is a delay in decading

Which of the given codes can be an optimal prefix-free dodsome probability
assignment?

andCy.

ppose an information source emits symbols from an algh@be {z1, ..., zs} with

corresponding probabilitie®.2, 0.35,0.15, 0.1,0.09, 0.06,0.04, 0.01}.

(@)

(b)

Calculate an upper bound on the average codeword lenbiévable with a binary
Shannon or Huffman code if single symbols are encoded ate tim

It should be remembered that(z) < R < H(z) + 1.

H(z) = Zfil p(;)loga(p(x;))
= —0.2l0g2(0.2) — 0.3l0g2(0.3) — 0.15l0g2(0.15) — 0.1l0g2(0.1)
—0.0910g2(0.09) — 0.0610g2(0.06) — 0.04l0g2(0.04) — 0.01l0g2(0.01)
= 2.54

Thus, the upper limit is equal 54 + 1 = 3.54.
Construct a binary Huffman code for the given source.
The figure below displays the Huffman coding.

From the figure, the following table can be generated.

Symbol Probability Code

1 0.35 0

T2 0.2 100
T3 0.15 101
T4 0.1 1100
Ts 0.09 1101
Te 0.06 1110
7 0.04 11110

iz 0.01 11111
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Figure5.1 The Huffman coding

(c) Calculate the average codeword length achieved by tienda code and compare
it with the calculated bounds.
The average codeword length;

R = 035x1402x34+01x44+009%x4+0.06x4+0.04x5+0.01x5
2.65

2.54 < 2.65 < 3.54, and hence, the codeword length of the Huffman code is smalle
to that of the upper bound.

5.5 Refer to the analog signal shown in Figit2

AN

/ A\ N
AT \|/

//\/\/ \/

T 2T 3T 4T (2T nT t

[h]

Figure5.2 Source coding an analog signal

(a) How can the signal be encoded with a 3 bit PCM?
The figure below illustrates how the analog signal can be exead to a discrete
sequence and encoded with a 3 bit PCM. As can be seen, apatixinhas been
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(b)
(€)

(d)

(e)

T 2T 3T 41 (n-2)T  nT t

Figure5.3 A 3 bit PCM encoder

2:p=0.14
4:p=0.29
5:p=036
1:p=0.07
1:p=0.07
1:p=0.07

T 2T 3T at (n-2)T T t

Figure5.4 A 3 bit PCM encoder

made by the ADC when the analog signal is either below or alloeespecified
discrete levels. This approximation is the source of quatitin error. In the figure,
each discrete value is encoded by a 3 bit codeword regaralfieke fact that some
values occur more frequently than others.

How can the signal be encoded with a delta encoder?

lllustrate how a PCM encoder with a codebook of differgyrnhbol length can be
used to efficiently encode the signal.

The figure below illustrates that the analog signal has soaheeg that are more
predictable than others. Out of the 14 discrete samples#mabe obtained between
[0, nT, the third (considering 0 as the first level) discrete lexaws five time and
the fourth discrete level occurs four times. If these oaces were representative
of the future samples, the Huffman coding or a code similait tan be used to
efficiently encode the analog signal.

Manchester coding is a line encoding technique thagiiifr minimizing the effect
of DC voltage during data transmission and for dynamic cleiovery. lllustrate
how the PCM bit stream can be encoded with a Manchester coding

The figure below illustrates how Manchester coding can bel@yed to encode the
PCM output. In (b), the PCM representation of the analogadigrdisplayed. As can
be seen, the figure contains too many successive zeros thataduce a significant
DC. The Manchester code shown in (c) reduces this effect bgieg a symbol to
have a transition from low to high or vice versa in each cloghle.

Now instead of Manchester coding, encode the PCM stredm avdifferential
Manchester coding.
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(f)
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Figure5.6 Differential Manchester coding

The figure below displays the differential Manchester cgdimere the symbol “0”
is represented by the presence of a transition in the firthiale either from high
to low or low to high and “1” is represented by the absence oduasition in the first
half cycle.

Discuss the difference between the bit streams gerektatehe Manchester and
differential Manchester encoding techniques.

In Differential Manchester Coding, the presence or absehaéransition determines
whether a “0” or “1” is being transmitted. This has two adwags: (a) Often it is
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easier to detect transitions rather than measuring thaksgmmplitude to determine
the symbol. and (b) itis not relevant to decide whether asitem is from high to low
or vice versa to determine a symbol. This means a Differeli@éanchester coding
works exactly in the same manner if the signal is inverted.

5.6 The feedback loop shown in FiguP® is a very useful conceptin linear systems. Itis the

basic principle for designing stable amplifiers and osili®. Moreover, most receivers
employ the feedback loop to set up an automatic gain cond®) to ensure that the
power of the received message signal remains constantelespinges in the channel’s
properties. The feedback loop is characterized by the dVeop gain, which is the ratio

of the output voltage to the input voltag®;,., = % Calculate the overall loop gain,

Gloop .

out

Figure5.7 A feedback loop

‘/ml,t = (V;n + Vf) G
- G‘/zn + GBVout - > G‘/zn - (mt(l - GB)
Gloop = %
_ ‘G
1-GB

5.7 The half-wave rectifier shown in Figuf is one of the two components of an envelope

detector which is responsible to extract the baseband messgnal from the carrier.
Sketch the output of the rectifier for the correspondingsandal input signal.

+ — 1T

Vin vm ) Vour _\l/i

Figure5.8 A half-wave rectifier

5.8 Now instead of the half-wave rectifier, the full-wave bridgetifier shown in Figur@?

is used. How does the output wave form look like?
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Figure5.9 A full-wave bridge rectifier

5.9 Alowpassfilteris required to separate the baseband sigmalthe carrier in an amplitude
modulated signal. Explain how the lowpass filter shown iruFé®? can be used for this
purpose.

Recall that a capacitor is like a short circuit at a high fregey and an open circuit at
high frequency. Therefore, at low frequeney,; is high while at high frequency, the
voltage drop across the capacitive element is very small.

out

- 17
11

Figure5.10 An RC lowpass filter

Based on Figur@?, drive an expression for:
(a) The voltage drops across the resistor and the capacitor.

r+—5

R
Ve = — Vin-
jlzuC

Ve = eV
i

_ 1 f
= THwrc Vi

(b) The current that circulates in the filter.

Vin
(R+52=)
V”z(J“’C)
1+jwRC

At a high frequencyjwC >> 1 and the above equation can be reduced to:

Vin

1 = R
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This indicates that the capacitive element is effectiveshart circuit. As a result,
there will be no voltage drop across it.

(c) The transfer functionH¢(s) = “/;:((j)) , Wheres = jw is the Laplace operator.

Vout (S) - ﬁ ‘/z'n
1

Ho(s) = 1mre

5.10 A modulating signaln(t) = 5cos(2m 1K H = t), is used to amplitude modulate a carrier
signal,c(t) = 10cos(2m 100M Hz t).

(a) Compute the time domain expression of the modulatedkign
Recall thatos(z) x cos(y) = 5 (cos(z + y) + cos(z — y)). Hence, the modulated
signal is:

Cmoa(t) = 22 (cos((100,000,000 4 1000)t) + cos((100, 000,000 — 1000)¢)

(b) Compute the frequency domain expression of the modlikigmal

As can be seen from the time domain feature, there are twoudrexy
components, one gt — f,, = (100,000,000 — 1000) H zand another af. + f,, =
(100,000,000 + 1000) H z. The frequency domain expression is simply the Fourier
transformation of two cosine signals at the specified fraqgies.

(c) Suppose the message signal is sampled at a pEnisihg the Dirac’s delta function
as shown in Figur@?. How does the spectrum of the sampled signal look like?

s(t) = iﬁ(r—nT)

m(t) m(nt)
Figure5.11 Sampling a modulating signal with the Dirac’s delta funitio

s(t) = YE0(t—nT) < S(iQ) = F 15, 0(Q - k)
m(t)s(t) & M(jQ) = 3zm(jQ) * S(59)

23
3
3
:
=,

|
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5.12

Thus,M,(jQ) = + > m(t)(§(Q — kQ,)). The Fourier transform of the sampled
sequence consists of periodic repetition of the Fouriestiam of m(t).

(d) What precondition should be satisfied in order to recostthe continuous
modulating signal from the sampled sequences?

The sampling frequency has to be at least twice higher tharmamdwidth of the
message signal.

The path loss index;, describes how an electromagnetic wave is attenuated as
it propagates through a space. In free space, where there iBbstacle between
the transmitter and the receivey,= 2. That means, the power of a propagating
electromagnetic wave falls as the function of the square distance —P, ~ 47’%,
wherep is the distance in meter. If, however, there is an obstadledsn the transmitter
and the receiver, this figure is greater than 2. Fi®alisplays a simple model in
which the electromagnetic wave reaches the receiver a#ieglreflected once. Drive

an expression of the path loss index for the model. Assunighbaeflector is an ideal
reflector and there is a line-of-sight link between the traitter and the reflector and the
receiver and the reflector. Assume atso> h.

Obstacle

Figure5.12 Single reflection model for an electromagnetic propagation

If the scattering object is lossless, the power received I/ proportional t0:Ps.q¢ o<

21{’—;)2. Likewise, the received power is proportional £: oc QPE ‘552 . Subsequently, the
™2 ™2
received power as a function of the transmitted power caxpeessed agd?,.

Py
2#(%)4 ’

Thus, the pathloss index for this model is 4.

Figure?? displays the block diagram of a part of a receiver. It cossist an
omnidirectional antenna, a RF amplifier, a local oscillator intermediate-frequency
amplifier and a detector (an envelope detector). While it assjble to detect the
modulating signal after mixing the received, modulatechalgwith the local carrier
signal, it is useful to have the intermediate state.
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r

IF .| Envelope
amplifier | Detector

RF Amplifier

Local
oscillator

Figure5.13 Block diagram of a receiver

(a) Why is the intermediate frequency amplifier desirable?
Intermediate frequencies are useful for three main reasénhsery high (Giga
Hertz) frequencies, signal processing circuits perforrarjyo Active devices such
as transistors cannot deliver much amplification (gainheait becoming unstable.
Ordinary circuits using capacitors and inductors must p&ced with cumbersome
high frequency techniques such as waveguides. So a higlueney signal is
converted to a lower IF for stable processing.
The second reasonsis thatin receivers that can be tundtetedt carrier frequencies
it is desirable to employ the same amplification and detecit@uits for all the
stations. This means, there should be a single intermddepeency after the mixer
component. It is difficult to build amplifiers, filters, andtdetors that can be tuned
to different frequencies, but easy to build tunable odwitta Without using an IF, all
the components of a receiver would have to be tuned in unisolm #me a different
carrier frequency is chosen.
The third reason is to improve frequency selectivity. Oftéschallenging to design
narrow band filters that should operate at high frequencies.

(b) Suppose the receiver is used for receiving an amplituggutated signal. How can
the intermediate frequency be obtained?

The intermediate frequency (IF) can be obtained by mixireg riceived RF (carrier
signal) with another RF signal that is produced by the losalltator.

5.13 What type of roles do the transmitter’s and the receivettsramas play to enhance signal
propagation and reception?

The gain of an antenna is proportional to the effective dleadtarea of the antenna,
which in turn is a function of the wavelength and the phys@raks sectional area. So
by improving the effective cross sectional area of the amdsnit is possible to improve
their efficiency.
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5.14 Why is a considerable amount of power wasted at the powerifienglf a transmitter?

A power amplifier dissipates a considerable amount of heatiwits the source of
inefficiency.

5.15 Explain the trade-off between modulation efficiency andglesomplexity in quadrature
amplitude modulation?

The modulation efficiency of a quadrature amplitude modeincreases if as much

information as possible can be conveyed with a single disgignal level. But as the

number of distinct signal levels that can be decoded inessdke receiver’s sensitivity

(resolution) in discriminating between the discrete sigezels becomes severe as well.
This requires a refinement in design which in turn has a cogligation.
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Medium Access Control

6.1 What is the main purpose of the MAC layer and why is this cimajieg in networks with
shared media?

The medium access control (MAC) layer is responsible foulating access to the
wireless medium. The wireless medium is a shared mediummukiple wireless devices
use it for their communications, potentially leading teirfiérences among these devices.
The responsibility of the MAC layer is to either prevent opegpriately respond to errors
and interferences during communications. Further, thécehaf MAC protocol affects
the reliability and efficiency of such communications.

6.2 What are the advantages and disadvantages of contendierafrd contention-based
medium access strategies? Can you think of scenarios wihergvould be preferable
over the other?

Contention-free medium access strategies avoid colbsiynensuring that when one
device transmits, all other devices that could interfetl tiie reception of the transmitted
data remain silent. Avoiding collisions can have positiggacts on communication
latency and throughput. Most contention-free approachiesbased on schedules,
indicating exactly when a node can transmit or must listdris Blso facilitate power

management strategies, e.g. using such a schedule, a &aweiws exactly when it can

power down its radio.

Onthe other hand, contention-based medium access saatignot avoid collisions, but
instead provide mechanisms to recover from collisions. dwvaatage of such a strategy
is that a device does not have to wait (and delay), but insteadransmit immediately. In
networks with low traffic loads, this approach may resulbinér latencies. A contention-
based strategy may also be easier to implement, since ndideksare required. Besides
the potential collisions (which may lead to increased leyeand reduced throughput), it
may be more difficult to implement duty cycle techniques ietwork using a contention-
based MAC protocol.

Contention-based access strategies may be preferablananke with light traffic loads
and unpredictable (or sporadic) traffic patterns. Condertiee access schemes are useful
when the traffic is predictable (e.g. sensor nodes peritdgieporting their sensed data)
and when it is important to maximize the sleep times of theless radios.

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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Figure6.1 Hidden-terminal problem (Exercise 6.5)

6.3 The key idea behind CSMA/CD is that the sender detects wpibs allowing it to react
correspondingly. Why is this approach not practical in Veiss networks?

In the wireless medium, a collision occurs at the receivartobinsmission and the sender
will be unaware of this collision.

6.4 What are “hidden terminals” and how do they affect the penfamce of wireless sensor
networks?

When two sender devices A and B are both able to reach a thiided€, but they are not
able to reach each other, the situation may occur where batid® attempt to transmit
to C at the same time, unaware of the collision occurring atl@t is, A and B are
hidden from each other. The consequences of such collisienthe need for recovery
mechanisms, increased delays, and reduced throughput. @ pfétocol has to be able
to either recover from such a collision or prevent such silhis by preventing devices
A and B from transmitting to C at the same time.

6.5 Consider the network topology in Figu?P®, where circles indicate the communication
and interference range of each node, i.e. each node carhedanmediate neighbors to
the left and right. Assume that RTS/CTS is not being used.

(a) Node B currently sends to node A and node C wants to sendde D. Is node C
allowed to do so (i.e. can it do so without causing a collisiand will it decide to
do so?

Yes, node C will not cause a collision at node A. However, sincde C can hear
node B'’s transmission, it will not transmit.

(b) Node C sends to node B and node E wants to send to node Dlltsea@ to do so
and will it do so?
Node E’s transmission will not interfere with C’s transniiss to B, however
its own transmission to D will not succeed since it will cd#i with node C’'s
transmission. Node E is unaware of node C’s transmissiontlaaekfore it will
begin its transmission.

(c) Node A sendsto node B and node D sends to node C. Whichratkdes are allowed
to send at the same time?
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6.6

6.7

6.8

6.9

Node E is allowed to transmit to node F. Node F could also trétn® node E, but
this transmission would collide at node E with node D’s traission.

(d) Node A sends to node B and node E sends to node F. Whichraildes are allowed
to send at the same time?

Node C is not allowed to transmit since its transmission eollide with node A's
transmission at node B. On the other hand, node D is allowgdnsmit to node C.

Describe the problems in using CSMA as medium access cangohanism in a WSN.

CSMA does not address the hidden-terminal problem andsamié can be costly,
particularly if the transmitted frames are large. Neigligmodes also do not know
how long transmissions will take, making it difficult to ddeiwhether to power down a
wireless radio (and for how long).

In a CSMA/CA network, nodes use a random delay before acugise medium. Why
is this being done?

In CSMA, nodes can access the wireless medium immediattdy ihas been sensed
idle. CSMA/CA is a variation of the CSMA protocol, where thember of collisions are
reduced by randomly delaying medium access. Thatis, a ndbdewhort random delay
may access the medium sooner than a node choosing a largemratelay. The node
with the larger delay will therefore overhear the transiois®f its neighbor and it will
not initiate a transmission, thereby avoiding a collision.

Assume that the RTS and CTS frames were as long as the DATA@Kdrames. Would
there be any advantage to using the RTS/CTS approach? Exyigior why not.

The reason RTS and CTS frames are used is to reserve the tfama®ATA frame.
When a frame collides with another frame, it must be re-tratied at a later time. If the
DATA frame is large, it is preferable to exchange the mucht&hd&RTS and CTS frames
first, since their collision will result in less overhead.whyer, if the DATA frame is
short (e.g. as short as the RTS frame), there is no benefisintf@msmitting RTS and
CTS frames. As a matter of fact, in such cases, using RTS ai@ifz2ifnes introduces
additional overheads because two additional frames musabsmitted.

How does MACAW extend MACA and what is the purpose of the addél control
messages?

In MACAW, a receiver responds with an acknowledgment (ACKnfie to indicate a
successful reception of the data frame. This allows neighgmodes to learn that the
transmission has finished and that the channel has becoitebéean addition, a node
transmitting an RTS frame also transmits a Data Sending {f@a8)e immediately after
receiving a CTS frame for its RTS frame. A node overheariedRMS frame, but not the
corresponding CTS frame, has now confirmation that the vaden has succeeded and
that it must remain silent to not interfere with the transiua.
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6.10 What are the specific features of the IEEE 802.11 PSM (Powan&&ode) and what
are the main difficulties of using it in wireless sensor neks@

IEEE 802.11 offers the power saving mode for nodes operéatinbe PCF mode. A
device can inform the base station that it wishes to enteweplower sleep mode using
special control messages. To ensure that incoming messagé received, the device
periodically awakens to receive beacon messages from geedbation.

6.11 Does the NAV field in IEEE 802.11 networks prevent the hidteminal problem?

The NAV field does not prevent the hidden-terminal probleims lused to reduce the
need for continuously sensing the medium, thereby allowingde to preserve more
power.

6.12 Explain why the IEEE 802.11 standard uses three differenefframe spaces”.

The “standard” interframe space DIFS is used to ensurelieahedium has been sensed
idle for a certain minimum amount of time before a transmoisss attempted. IEEE
802.11 can use RTS and CTS frames to reserve the wirelessaihtirerefore, to ensure
that no other node will begin a transmission when a resemwdtas occurred, a second
(shorter) interframe space (SIFS) is used to separate Rig8 from CTS frames, CTS
frames from DATA frames, and DATA frames from ACK frames. &y, in the PCF
mode, an even shorter interframe space (PIFS) is used toectigat PCF traffic has
priority over traffic generated by devices in the DCF mode.

(o)

S
@)
©)
@

®)

Figure6.2 TDMA protocol (Exercise 6.13)

6.13 Consider the network topology in Figu?@, where the lines indicate which nodes can
communicate and interfere with each other. Assume a TDMAgoa with a frame size
of 5 slots and that each node can only be sender or receiviegdamy time slot.

(a) Generate a schedule such that every node has an opppttucommunicate to all
if its neighbors.
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6.14

6.15

Table6.1 TDMA schedule (Exercise 6.13)
Node | Slot1 Slot2 Slot3 Slot4 Slot5

AT R - - -
B | R T R - -
cC | R R T R R
D | - - R T -
E | - - R - T
F | T - R - -

See Table? for an example of a possible schedule, where ‘R’ indicatéstavhere
a node is in the receive mode and a ‘T’ indicates a slot wherede s allowed to
transmit.

(b) For your schedule, how many slots in a frame could eacle stekp to preserve
energy? What is your insight with respect to node densityearedgy preservation?
Nodes A, D, E, and F can each sleep for 3 slots in each frames Bahn sleep for
2 slots. Node C must remain awake for the entire duratiormRhis example, it can
be seen that node C will have much higher energy consumgtéonany other node
in the network. That is, the more neighbors a node has, the tiroe it will spend
in active mode to listen to its neighbors’ transmissions.

(c) Assume that node A sends a message to node E; how longr{ibarwof time slots)
does it take for E to receive the message using your scheeiyéafn your answer)?
Given the schedule in Tabf®, A can transmit the message to B in slot 1, B can
repeat this message to node C in slot 2, and node C can rejseatgbsage to node
E in slot 3. Therefore, the transmission will only requird@s

Why is the IEEE 802.15.4 standard preferable over the IEEE180standard for most
wireless sensor networks?

The IEEE 802.15.4 standard was created specifically fordower devices, with much
lower data ranges compared to IEEE 802.11 and channels id6@&MHz, 915 MHz,
and 2.45 GHz ranges. Its focus on low power and low data ratehbetter meets the
demands of wireless sensor networks than the IEEE 802.tdastch

Describe how the design of the MAC protocol affects the epefficiency of a sensor
node.

Since the MAC protocol determines when a node may accessedessr channel for
communication, its design determines when and for how longde can power down
its wireless radio to preserve energy. Some MAC protocajsire nodes to be awake
continuously to ensure that no messages are missed. Otitecpls use schedules that
determine exactly when a node must stay awake, allowing a tmdleep without the
risk of losing messages. Other MAC protocol charactegsitecting energy efficiency
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6.17

include packet header overheads, reliability featuresh(as retransmission and error
control mechanisms), and the number (and sizes) of cons$ages exchanged between
nodes.

This chapter described five requirements of MAC protocalsviceless sensor networks:
energy efficiency, scalability, adaptability, low latenapnd reliability. Can you describe
a concrete WSN application for each of these five requiresertiere the requirement
would be more important than the others?

Energy efficiency is most important in WSN applications witittery-powered sensors
that must operate without human intervention for an extdipgeiod of time. For example,
sensor networks that detect wild fires or monitor civil istracture must be able to operate
for months or years before their power sources can be raptaroeecharged. Scalability
is important in sensor networks that cover large geogragtgias, €.g. a sensor network
measuring the flow of lava on a volcano or in many military &galons. Adaptability is
crucial in networks where changes in network topology, dgrend traffic are common,
including vehicular sensing applications and other agfitieis where sensors are mobile.
Low latency is important when sensor data must be reactealgypiokly, e.g. in networks
that detect explosions, the presence of toxic fumes, ontpending collapse of a bridge.
Finally, reliability is essential in networks where thedas important sensor data can
be catastrophic. For example, in military sensor netwas&ssor data reporting enemy
movements must reliably reach the command and controlicente

The TRAMA protocol is an example of a contention-free MAC eete. Answer the
following questions about TRAMA.

(&) What are the advantages and disadvantages of the TRAMt@qm (compared to
contention-based protocols)?

TRAMA reduces the probability for collisions and dynamigadetermines when
a node is allowed to transmit (based on traffic), therebyeasing the throughput.
Since TRAMA uses a time-slotted channel, it allows nodesteinine when they
must stay awake and when they can enter low-power sleep midedes must be
awake during the random-access intervals. As with othetettion-free protocols,
communication in TRAMA may experience larger latenciestlia contention-

based protocols since a node must wait for its scheduledbskoire it can begin
transmission.

(b) What is the difference between transmission slots agrbding slots?

The time slots of the scheduled-access intervals are asbignindividual nodes
(for contention-free transmission) while signaling slats used for random medium
access (contention-based communication). Nodes can jatwaork by transmitting
during randomly selected slots in the random-access mlerv

(c) What is the purpose of the NP component?

The Neighbor Protocol (NP) is responsible for propagatimg-bop neighbor
information among neighboring nodes, allowing these nddesbtain consistent
two-hop topology information.
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What is the advantage of a receiver-initiated MAC schemé siscY-MAC? What is the
main disadvantage of Y-MAC that makes it unsuitable for nhmstpower and low-cost
sensor nodes?

The main advantage of a receiver-initiated approach isahetde wakes up for a brief
period of time to sample the medium for any transmissiongatuins quickly to its low-
power sleep mode if no traffic has been detected. Y-MAC funtises multiple channels
(to increase throughput and to reduce latency). Howevennfost low-power sensor
networks, it is currently infeasible to have multiple raglan each sensor node, because
ofthe increased device cost and the increased energy cptisaraf a multi-radio design.

Demonstrate the concept of DESYNC using the example ringyshio Figure??. The

Time A B C D Distances

0 0 14 12 10 Dpg=2
1 1 15 13 1
2 26 0 14 12 D=2
3 7 1 15 13

Figure6.3 DESYNC ring (Exercise 6.19)

ring has 16 positions [0..15], with node A currently in pasitO (the firing position), B
in position 14, etc. Every unit of time, each node moves orstijpm clockwise along
the ring. The table indicates the positions of the four npohesuding the new distance
information that is learned at each firing. Assume that notle#\received D’s last firing,
indicating a distance of 10 between nodes A and D. In thigtailtime 0, node A fires,
allowing node B to learn its distance to A (i.e. 2). At time b mode is in the firing
position. At time 2, node B fires, allowing node C to learn itta@hce to node B (i.e. 2).
At the same time, node A now knows its distance to node B ardistance to node D.
According to the description of the DESYNC algorithm in thisapter, node A can now
find the midpoint between nodes B and D and jump to this newtitmtdi.e. 6), which
is indicated in the table at time 2. At time 3, again each nodeas ahead one position.
Continue this table using the DESYNC algorithm until time C&mpare the average
distance between neighboring nodes at time 19 with thatrad 0.

Each time a node learns about its distances to its immedéddlinors to the left and to
the right on the ring (e.9D.r¢ and.D,.;g), it can compute its new positioR,.., as:

1
Pnew = Pold = §(Dright - Dleft) (61)

The nodes’ positions until desynchronization are showrainld??. Every time a node’s
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Table6.2 Node positions and learned distances (Exercise 6.19)
Time NodeA NodeB NodeC NodeD Distances

0 0 14 12 10 Dap =2
1 1 15 13 11

2 2/6 0 14 12 Dpc =2
3 7 1 15 13

4 8 2/2 0 14 Dcp =2
5 9 3 1 15

6 10 4 22 0 Dap =6
7 11 5 3 1

12 0 10 8 6/4 Dap =10
18 6/4 0 14 10 Dpc =2
19 5 1 15 11

neighbor to the left (i.e. the following node) fires, the noda compute its new position.
Such position changes are indicatedcds in the table, where: is the old position and

y is the new position. At time 0, the distances between neighboodes are 2, 2, 2, 10,
respectively. That is, the average deviation from the tadggance {6/4 = 4) is then

3% (4—2)4 (10— 4) = 12. At time 19, the distances are 4, 2, 4, and 6, respectively.
That is, while the ring is still not fully desynchronizedethverage deviation has been
reducedtq4 —4)+ (4 —2)+(4—4)+ (6 —4) = 4.

6.20 Discuss the cluster head election policy in the LEACH protand explain how LEACH
can consider available energy on each node in this electmreps. What is the problem
with this energy-aware election policy? Further, LEACHa3®MA within a cluster;
explain the advantages and disadvantages of this approach.

In the LEACH protocol, a node independently decides whethercomes a cluster head
or not. This decision is based on how long it has been thatiskaved as cluster head,
i.e. anode is more likely to become a cluster head if it hassstimed this responsibility
for a long time. The goal of this job rotation is to balance Wwkload among nodes
and to prevent that a cluster head depletes its battery pueeta Equation 6/6 in the
book shows an approach to balance the cluster head respipnsimong nodes based
on the actual current energy levels of the nodes. The probl#mthis approach is that
each node must know (or at least estimate) the sum of all hedesgy levels. Using
TDMA within a cluster provides contention-free communicatbetween sensor nodes
and cluster heads. To limit interference among clusterA@H uses direct sequence
spread spectrum techniques. Using TDMA within a clusterthas'usual” advantages
and disadvantages (e.g. with respect to latency, througdpty cycles) compared to
contention-based techniques.

6.21 What does LEACH use the direct sequence spread spectrunmideetfor?
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While collisions with a cluster are avoided using TDMA, conmmitations within one
cluster can still collide with communications in a neighingrcluster. Therefore, DSSS
techniques are used, i.e. acluster uses a spreading sedhatdiffers from the spreading
sequences used in neighboring clusters.

How does the Mobile LMAC protocol handle changes in netwogology?

In MLMAC, when a node leaves the radio range of another noold, hodes will realize
that they do no receive any control messages from each @hexr.consequence, they
will remove each other from their neighbor lists. If a node Xvas into the radio range
of another node Z, node X’s transmissions may collide withther node’s transmissions
to node Z. If this happens, node Z will mark the correspondingas unused. Node X
will receive a control message from node Z, indicating tteslot is unused and node X
will restart its slot selection mechanism.

Discuss why overhearing is a problem in a wireless sensavanktand explain how
PAMAS addresses this problem.

Overhearing can be a source of energy waste in a wireles®rsapsvork when a
node overhears and drops a packet that is not destined tadlis. The node has to
expense power to receive and decode the message unndgebBs&AMAS, when a
node overhears a packet not sent to it, the node can powetsdffansceiver for the
duration of the transmission (which can be embedded intotkeheard RTS message).

Explain how the busy-tone scheme of PAMAS helps to avoid tdddn-terminal prob-
lem.

Typically, nodes overhear either RTS or CTS messages thigite that another node is
transmitting. However, it is possible that a node did notleither message and therefore
access the wireless medium, interfering with the ongoiagamission. In PAMAS, a
busy tone is transmitted over the control channel duringuasimission to indicate that
the channel is busy and to prevent other nodes from accesgngedium.

How does the S-MAC protocol reduce the duty cycles of senedes? How does the
S-MAC protocol attempt to reduce collisions? How does itradd the hidden-terminal
problem? Name at least three disadvantages of the S-MAGgwbt

S-MAC uses virtual clusters, where nodes using the samp-sle&e schedule belong
to the same cluster. Schedules are exchanged via SYNC nessigagllow each node
to learn about its neighbors’ schedules. Transmissionmdigted using RTS messages
and a node winning the medium can begin its transmissionddrttended receiver,
while all other nodes can return to the low-power sleep m@adisions are reduced by
using a slotted approach, where a node randomly selectseastots for transmission.
The RTS/CTS approach also helps to address the hiddenaarptoblem. S-MAC is a
contention-based approach (with the same disadvantagessa®ther contention-based
mechanisms), broadcast packets do not use RTS/CTS, whighlgad to collisions
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among them, and duty cycle parameters (such as the lengtiie ileep and active
periods) are fixed and may be inefficient.

Which shortcoming of S-MAC does T-MAC address? Explain ftyi@-MAC's ability
to adapt to traffic density.

S-MAC uses a fixed-size listening period, whereas T-MAC wsesictive period that
adapts to traffic density. In T-MAC, nodes awake briefly ttelisfor activity, but return
quickly to the sleep mode if no activity is detected. Nodesi$mitting, receiving, or
overhearing a message, on the other hand, stay awake fafailmeout period after the
transmission has finished to see if more traffic can be obdefet is, when traffic is
heavy, nodes will stay awake longer, but if traffic is lightey only awake for very brief
periods of time.

What is the “early sleeping problem” and how does T-MAC addtthis problem?

The early sleeping problemis shown in Figure 6.11 in the bdbk problemis that a node
losing the medium, but wishing to transmit after the curtesmismission has completed
will stay wake, while its intended receiver may be unawatbehode’s intent and will go
to sleep. Therefore, the future-request-to-send teclerdgids another control message,
the FTRS packet, which is sent by the node planning a futaresimission after it has
observed the CTS from the receiving node of the currenttnégsion. This FTRS packet
will be seen by its intended receiver.

Describe the concept behind PMAC's approach to adaptingda’ssleep durations to
observed traffic.

In PMAC, nodes use “patterns” to describe their tentatieegland awake times, where
a pattern is a bitmask, each bit representing a time slot (@t'hdicates a sleep interval
and a1’ bit indicates an awake interval). Further, “scHedtare used to describe actual
sleep/awake sequences, where a schedule is a series fill@ised by a'1’. Comparable
to TCP’s slow start behavior, PMAC doubles the sleep inlemrenever it has no data to
send until a certain thresholds of '0’ has been reached,afieh the '0’s are increased
linearly. However, once a node has data to transmit, theipeatt immediately reset to 1,
allowing the node to wake up quickly to handle its traffic load

The use of duty cycles allows nodes to alternate periodstavfitycand low-power sleep
intervals. However, this often introduces large commutiocelatencies. In Figur@?,
node A wishes to send a packet to node F using the route A-BEGFDAssume that
the interval between two dashed vertical lines is one uniineé and each transmission
requires exactly one unit of time of overlapping periods ativity of two neighboring
nodes. The first transmission between A and its neighborésdy shown in the figure.
Complete this graph to determine the end-to-end latenceréxpced by the packet.
Further, explain how RMAC reduces these end-to-end ladésnand what would this
latency be in an RMAC network? Finally, explain how the RMA&@tocol reduces
collisions?
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Figure6.4 RMAC duty cycle pattern (Exercise 6.29)

Figure?? shows the completed transmission sequence with an endettatency of 33
time slots. RMAC aligns the sleep/wake periods of nodesgthe path of sensor data
such that data can be forwarded quickly. RMAC uses contaph&s that are sent along
the route to inform nodes of an upcoming packet. Using tticgimation, a node can then
determine when to be awake to receive and forward the pdokeigure??, the latency
could therefore be shortened to 5 time slots. With respemiiesions, RMAC separates
medium contention and actual data transfer into separaitedse

For what type of WSN applications would you use the DMAC pcol@

The DMAC (Data Gathering MAC) protocol is optimized for sensetworks that rely
on convergecast communications, i.e. data from the semstestravels upward to the
root of a data gathering tree. Such a tree could be used by statsor networks, i.e.
networks with little to no sensor node mobility to avoid fueqt tree adaptations. Further,
the DMAC protocols works best in scenarios where the tradies are known and stable.

Explain the problem of “idle listing” and describe how prdaemsampling addresses this
problem. How does WiseMAC improve upon “standard” preansbl@pling?

Idle listening refers to a sensor node listening to a wiretdsannel to receive possible
traffic, which leads to energy waste if the idle listeningipes are large. The idea behind
preamble sampling is that a device sends a preamble prepibeimactual data to alert the
receiving node of the incoming data. Sensor nodes perithgligake up to see if they can
detect such preambles and return to the sleep mode if noeteeted. Nodes detecting
a preamble must stay awake. WiseMAC tries to further redneealtiration of the idle
listening periods by letting a transmitter learn the sangpichedules of its receiver(s).
Knowing the exact time a receiver awakes allows a transmiitstart the transmission
of the preamble exactly when the receiver wakes up.

What is the advantage of having the receiver (instead ofeéhder) in control over the
timing of transmissions (e.g. as in the RI-MAC protocol) 2Hdoes the RI-MAC proto-
col handle multiple contending senders?

When the receiver is in control when to receive data, it cammmize its awake time by
indicating that it is ready for incoming data immediatelyeafwaking up. The receiver
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will have very little overhead due to overhearing. Collisicare detected at the receiver
node and the receiver responds by issuing another beacch imkicates a window over
which the contending senders must select their backoffegllihe senders then retry
after their chosen backoff values expire.

Explain how the Z-MAC protocol allows nodes to determingrtbe/n local time frames
instead of using a single global time frame. What are theddisatages of Z-MAC?

In Z-MAC, a node learns about its 1-hop and 2-hop neighborghdua setup phase
and uses this information to select a time slot that only tgdato that node within its
2-hop neighborhood. Based on the neighborhood informadionde can then determine
the periodicity of its assigned slot, i.e. the time frame &used in its neighborhood.
The consequence is that in denser neighborhoods (nodeswaitit neighbors), the time
frame will be large, while in neighborhoods with low denditye time frames may be
very small. The main disadvantage of Z-MAC is that it regsiia@ explicit setup phase,
consuming both time and energy. Also, Z-MAC’s ECN (explamntention notification)
messages add to the traffic overheads.
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The previous chapter talked about MAC protocols, while tiiapter introduced routing
protocols. Can you think of examples how the choice of MAQqeol affects the design,
performance, and efficiency of the routing protocol?

The choice of MAC protocol can have several impacts on thggdes performance of
a routing protocol. For example, communication latenciesd@termined by the type of
MAC protocol (contention-free versus contention-based) @an the use of duty cycling
at the link layer. The MAC protocol is responsible for errecovery due to collisions
and other interferences, i.e. the routing layer may deadely on the MAC layer for
reliable communications or it may implement its own mechars to ensure reliability.
Some approaches discussed in the chapter on MAC protogobneh tight integration
of MAC and routing protocols, e.g. the LEACH protocol (whigbes clusters that affect
both medium access and routing decisions) or the DMAC pobtwehich uses fixed
routes from sensor nodes to a sink).

What is the difference between a proactive routing protaodla reactive routing proto-
col? Name at least two examples for each category.

A proactive routing protocol establishes and maintainsginglinformation (typically in
the form of tables) before it is actually needed. This allamede to quickly make routing
decisions. Examples include DSDV and OLSR. In contrastaatiee routing protocol
only establishes and maintains a route when it is actuakyled, i.e. on-demand. This
is typically done using an explicit route discovery proc&ssamples of such protocols
include AODV and DSR.

Consider the following WSN scenarios and explain why you Mathoose either a
proactive or a reactive routing solution:

(a) AWSN is used to monitor air pollution in a city where eveensor reports its sensor
data once every minute to a single remote base station. Mosbss are mounted on
lamp posts, but some are also mounted on city buses.

Because communication is frequent, a proactive approaghbmappropriate. The
routing protocol will ensure that table entries are updatbe@never the topology
changes, which are infrequent events since most radios@ueted on lamp posts.

(b) A WSN is used to measure humidity in a field, where low-posensor report their
measurements only when certain thresholds are exceeded.

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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Figure7.1 Topology for Exercise 7.5

In this example, sensor communications will be infrequéhgrefore routing

information will only be needed occasionally. The cost ofmeining routing tables

may cost too much energy, therefore a reactive solution neajbre appropriate.
The type of sensor data (humidity) indicates that lateneytsa concern, which also
justifies the use of a route discovery phase.

(c) AWSN is used to detect the presence of vehicles, whete sstsor locally records
the times of vehicle detection. These records are delivierdéide base station only
when the sensor is explicitly queried.

Again, communication in such a network is infrequent andressecan establish
a route whenever needed (i.e. when a query is issued) insteadntinuously
maintaining accurate table entries.

What is data-centric routing? Why is data-centric routiagdible (or even necessary)
compared to routing based on identities (addresses)?

If the focus is on the data generated by sensors and not timitidef the sensors
generating these data, then we call a routing protocol datdric. For example, if sensor
data describing the environmental temperature must beddotall sinks interested in
such data, irrelevant of the data originator (i.e. whichsses produced the data), the
focus is on the gathered data itself.

Describe a WSN application for each of the following catéggrtime-driven, event-
driven, and query-driven.

An example of a time-driven WSN application is environméminitoring, where
temperature, pressure, or humidity may be reported peadigito obtain statistics for
weather and climate studies. An example of an event-drivBh\Application is a network
that detects and reports wild fires, i.e. sensor data is oeeted and disseminated
when events of interest occur. A query-driven WSN applaratiould be a surveillance
system, where law enforcement officers access sensorsdot dettrack a suspect in
public places.

For the network topology shown in Figu?®, identify the optimal routes for source A
to sink M according to the following criteria (describe hoaucompute the cost for the
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1

@ Base Station
@ Sensor Node

Figure7.2 Topologies for Exercise 7.6

optimal route). The numbers X/Y along each link indicate ltency (X) and energy
cost (Y) for transmitting a single packet over the link. Thember Z under each node
indicates the node’s remaining energy capacity.

(&) minimum number of hops
The minimum hop route is A-E-G-J-M, which requires 4 hopsglay nodes).

(b) minimum energy consumed per packet
The route with the minimum energy consumer per packet ierAtE-F-G-H-K-M.
The energy cost for this transmission from A to M is 2+1+1+2249.

(c) maximum average energy capacity (eliminate hops thatldveesult in a higher
average but unnecessarily add to the route length!)
The route with the maximum average energy capacity would-Ee@-H-K-M. The
maximum average energy capacity for this route = (7+4+6453.5.

(d) maximum minimum energy capacity
The route with the maximum minimum energy capacity would bE-&-H-K-M
(the same as the maximum average energy capacity). The orimanergy capacity
on this route is 4 (node G).

(e) shortest latency
The shortest latency route would be A-E-G-J-L-M and thel tatancy for this route
is 9.

A WSN is modeled as a 5x5 grid as shown in Fig@Pe with the base station placed
at the center of the network (left topology) or at the botteifih torner (right topology).
Assume that each node can communicate with only its immedieighbors on the grid
and that packet transmission or forwarding over a link cestctly one unit of energy
(packet reception and processing costs are neglected).

(a) For both topologies, find an energy optimal graph of reute. the energy cost for
each packet traveling through the network is a minimum.

Figure?? shows possible energy optimal routes for both network togiek.



60 Network Layer

o—@ Q@ @ @ (& O O ®
o © © © ] © O O O
& © . 4 O 0 © O O O
O O o O o © O O O
o—=0 O © o @ O O O

@ Base Station
@ Sensor Node

Figure7.3 Result for Exercise 7.6

‘1 '2 '1 .2 ’1 '1 '1 '1 .2
‘2 '5 .12 '5 '2 .3 .5 .8 .6
¢ o-—o—o o ol =00 2
.1 .4 ‘1 .6 .1 ‘17 '16 '2 ‘1
—0’ o—b-—0" ————o—

@® Base Station
@ Sensor Node

Figure7.4 Topologies and routes for Exercise 7.6



Network Layer 61

(b) Consider the graphs shown in Figi¥®2 What is the average and total load in the
network, when the per-node load is defined as the number ¢és@unode has to
service (including its own)? Do not include the base staitioyour calculations.

Figure?? has been modified to also indicate the load for each node otalddad in
the first topology is then the sum of node loads, i.e. 68. Tieeage load is 68/24 =
2.83.. In the second topology, the total load is 112 and the avdoagks then 112/24
=4.6.

(c) Whatisthe lifetime of the network topologies in Figi@&when during every second,
each node generates and transmits its own packet and faathhckets received
during the previous second? Assume that each node has iahéniérgy budget of
100. Each transmission costs 1 unit of energy (there is nbfobseception, etc.).
Consider the lifetime of a network to have expired once thst finde depletes its
energy budget. Compare the results and derive design plascfor the network
topology to optimize the lifetime of the network with respéx placement of the
base station and the construction of routing trees.

In each topology, it is sufficient to focus on the node with lgrgest load, e.g. in
the first topology, this node is the one right above the bag®st(load 12). During
the first second, this node only transmits its own packetjtseenergy has reduced
to 99. During the second interval, the node makes 4 trangmisgits own packet
and the packets from its immediate neighbors), reducingiieegy capacity to 95.
During the third second, the node transmits its own packetae packets from its
1-hop and 2-hop neighbors, reducing the energy to 87. 8ggirtithe fourth second,
the node reaches its maximum load, i.e. every second itggoapacity reduces by
12. That s, this node will expire during the eleventh second

Inthe second topology, the focus is on the node right aba/bdlse station. Applying
the same method as used for the first topology, this node lsdl expire during the
eleventh second.

Based on these results, it becomes clear that nodes ses/ietpgis for other nodes
have to carry a significant burden in terms of overheads aedygrconsumption.
These nodes are typically closer to the base station. Omgrdesnciple could be to
“balance” the forwarding responsibilities among as manyesoas possible to avoid
bottlenecks, i.e. nodes that have to carry much more trdfin bther nodes in the
network. Further, the less connected the base stationeisntire load its neighbors
must carry (as shown in the second topology). Thereforgaitlvantageous to ensure
that the base station is placed in a dense part of the network.

(d) Assume that the first topology in FiguP@is used and each sensor transmits exactly
one packet to the base station. Then the topology is swittthéfte second one and
each sensor transmits one packet to the base station in tioerbleft corner. Then
the topology is switched back to the first one and the processpeated. Explain
why the network lifetime changes and what other design pliecan be derived
from this insight. (To facilitate the comparison, focus be tase where each node
has already reached its maximum load.)

In the first topology, the “critical node” (right above thedgastation) carries a load
of 12 per second, but only a load of 8 in the second topologgt ) its load will
vary between change between 12 and 8, i.e. the average lbadlisat is, compared
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to the scenario in the first topology, its load has been redlbge2 every second.
Similarly, the “critical node” in the second topology nowitshes between loads 17
and 1, thereby resulting in an average load of 9. A possild&gdeguideline could

be that the presence of multiple base stations or mobility base station can be
advantageous in terms of traffic load and network lifetime.

7.7 Flooding is a simple strategy for distributing data to onecsfic or all sensor nodes in a
network. Answer the following questions:

(a) Explain the three challenges of flooding described is ¢thiapter.
A node receiving a packet forwards this packet to all neighbegardless of whether
these neighbors have already received a copy of this pathit.is known as the
implosion problem. The redundancy in sensor data from gettisat monitor similar
physical environments is known as the overlap problem.|kirféooding does not
consider the resources available on all nodes, i.e. it sures-blind.

(b) Which one(s) of these are addressed by gossiping and teotley addressed?

Gossiping addresses only the implosion problem, i.e. & ag@obabilistic approach
to decide whether to forward data or not.

(c) For the topologies shown in Figup@ and Figure??, what are good choices for the
maximum hop count? Explain your answer.
In both networks, a good choice for a maximum hop countwoald.ifhe maximum
hop count should be chosen large enough that every node acim aay other node
in the network, but not too large to avoid packets from trismgetoo long (e.g.
particularly in networks where a packet could travel in leig}.

(d) How do sequence numbers contribute to reducing unnagesansmissions? Are

sequence numbers alone sufficient and if not, what otherritdtion is needed to
use them correctly?
Sequence numbers allow nodes to distinguish packets frolnather, i.e. to identify
new packets or duplicates. Sequence numbers alone araltypiot enough, they
need to be combined with other information, such as the iawitthe sender. Only
then can a packet be identified uniquely.

7.8 Using the topology in Figur@?, explainthe problems ofimplosion, overlap, and resource
blindness.

The implosion problem can be illustrated using nodes C arg&ming that node A has
initiated a flooding process. Both C and E will get the packegatly from A, but they
will forward this packet to each other, unaware that thegaadly have a copy. The overlap
problem refers to nodes collecting overlapping sensor, datahis typically means that
these sensors are in close physical proximity. For exartipelata collected by nodes C,
E, and F could have some overlap. Finally, flooding is resednind, i.e. it will rely on
nodes J and | to participate in the flooding process, evergththeir energy capacities
are very low.

7.9 How does the SPIN family of protocols address the three ehgés faced by flooding?
What are the disadvantages of a negotiation-based pratacblas SPIN?
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Table7.1 G's routing table
(Exercise 7.11)

Event Distance Direction
El 3 F
E2 4 |

SPIN uses two techniques to address these challenges.t&iestdress implosion and
overlap, SPIN nodes negotiate with their neighbors befobey transmit. Second, to
address resource blindness, SPIN uses a resource managgectonode, which keeps
track of actual resource consumption and allowing the nddeadapt routing and

communication behavior based on resource availability.gblgm with the negotiation-
based approach is that it introduces a significant amourdrdfal overhead, i.e. the cost
of extra control messages could outweigh the benefits of $fPBéme scenarios. The
negotiation-based approach also introduces additionaygéto the communications.

Explain the concept of directed diffusion. Can you imagihéeast three strategies or
goals for reinforcement?

In directed diffusion, nodes request data by sending ister®r named data to other
nodes in the network. These interests are disseminatedghount the network and
gradients are established that are used to direct sensobdelk to the originator of the
interest. Reinforcement is used to strengthen some gradierthe network based on
some goals or metric. For example, a node could reinforceghber from which the
sink has received a previously unseen event, a neighboapipetars to have large energy
capacity, or a neighbor that shares a very reliable link it node.

Consider the network topology in FiguP@ and node G’s routing table shown in Talsfe

(a) Describe how node G would send queries towards eventsZ and E3 using rumor
routing (note that node G does not have any routing tabléesrfor event E3).

For events E1 and E2, G would forward the query directly tae-hop neighbors
indicated in its routing table, i.e. F and I, respectiveinc® no routing entry for E3
exists, G will select a random neighbor to forward query E§, iewill chose among
neighbors D, E, F, H, |, and J.

(b) Assume that (i) | informs G that | can reach event E2 via @9hdii) F informs G
that F can reach event E3 via 4 hops, (iii) E informs G that Ereach event E1 via
1 hop, (iv) D informs G that D can reach event E1 via 2 hops, (Wfdrms G that
H can reach event E2 via 2 hops, and (vi) D informs G that D caohrevent E3 via
1 hop. What is the final table of node G? Can you identify thations of all three
events by the identity of the closest sensor?

The new routing table is shown in Tat#@. Based on the given information, E1 can
be reached via F using 3 hops, via E using 2 hops, and via D 3sigps, i.e. E1
appears to be near node A. E2 can be reached via | using both#8lzops and via
H using 3 hops, i.e. E2 appears to be near M. Finally, E2 card&hed via F using
5 hops and via D using 2 hops, i.e. E3 appears to be near B.
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Table7.2 G's new routing
table (Exercise 7.11)
Event Distance Direction

El 2 E
E2 3 |
E3 2 D

7.12 What are the concepts behind distance vector routing akdtate routing and how do
they compare to each other with respect to overheads fortaiaiing routing tables?

In algorithms based on distance vector, every node mamalist of distances for each
possible destination, including a neighbor which can beluseeach that destination.
This information is stored in a routing table. Each node theyadcasts updates to the
routing table periodically or whenever significant new immf@tion becomes available.
DSDV uses two types of packets: a full dump contains the cartkthe entire routing
table and an incremental packet contains only new infomatin link state routing,
each node periodically broadcasts its neighbor informatising HELLO messages.
These messages are flooded throughout the network so thgtrexde can determine
network-wide topological information. In distance vectmformation is exchanged
among neighbors only, but the amount of information excledngan be significant
in the case of a full dump. Updates in link state routing aredtx throughout the
network, but these updates are typically small in size.

7.13 Compare a proactive routing protocol such as DSDV with atiemaprotocol such as
DSR with respect to overheads and route optimality.

A proactive routing protocol establishes routing tableat tmust be continuously
maintained to prevent stale information. The costs of thedsle updates can be extensive.
Further, these tables may contain many routes that willmeseised (or at least not for
a long time). In contrast, a reactive protocol only estélglisa route when it is actually
needed. This can reduce the overheads significantly. Hoyteeeprocess of establishing
a route may be expensive since many protocols flood the erdtwork to find a route.
The route discovery process also introduces a delay, ita. @ only be transmitted
towards the destination once the route discovery has cdetpld a proactive protocol
collects information from each node in the network, it isgthtforward to identify the
optimal route (e.g. in terms of number of hops or energy cayatn reactive protocol,
the optimal route can be found if the entire network is floo#éth route discovery
messages and it is possible that only a suboptimal routestodéred if some route
discovery messages are lost.

7.14 Does DSR incur larger or smaller overheads for route disgox@mpared to the AODV
protocol? Justify your answer.

The route discovery messages of DSR are typically largertttemessages in the AODV
protocol since each forwarder node inserts its own infolonahto the packet (to allow
the protocol to collect entire paths within route discoverssages).
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7.15

7.16

7.17

7.18

Figure7.5 Topology for Exercise 7.18

In AODV, is it possible that route discovery packets travetlie network forever? Why
or why not?

Each node is identified by its source and a sequence numhmdgast 1D), allowing

forwarding nodes to discard duplicate packets. Furthestmouting protocols use time-
to-live values (maximum number of hops a packet travels)revgnt a packet from
traveling in the network for too long.

Asymmetric (or unidirectional) links occur when node A ca®ar node B, but B cannot
hear node A. Explain whether this is a problem for the AODVtpcol and if so, how
this can be addressed.

This is a problem because the RREP message for the routeveligds sent back the
exact same path taken by the RREQ that reached the destimatittriggered the RREP
message. As a consequence, the RREP may never reach the ifauick on the route
is asymmetric. This could be addressed by enhancing the @Ehessage approach, i.e.
every node inserts its list of neighbors into its HELLO megsa When node A receives
a HELLO message from node B, where node A is not in B’s list dafjnkeors, node A
knows that the link from B to A is asymmetric. In such a casejené could ignore
RREQ messages coming from B to ensure that the asymmekiBlia A will never be
used for a route that includes the non-existing link A to B.

What is the concept behind hierarchical routing and whaaathges does it have over
other techniques?

In hierarchical routing protocols, nodes are grouped togrghto clusters, where sensors
communicate only directly with a leader node (cluster hed@tigse cluster heads are
often less resource-constrained than regular sensor nblissapproach can reduce the
energy and communication overheads for sensor nodes amdl&d easier to regulate
medium access within a cluster (e.g. a sensor could trarsryitwhen queried by the
cluster head).

Table?? summarizes the routing information of all nodes in a WSN, each row
indicates the routing knowledge of that particular node.d@xample, the first row shows
that node A knows that it can reach nodes B and C via 1 hop andsnbcand E via
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7.19

7.20

7.21

2 hops. Given this information, draw the network topology determine the landmark
radius for each node.

Table 7.3 Routing information for Exercise 7.18
|A B C D E F G H Landmark Radius
AjlO 1 1 2 2 - - - 1
Bf1 o 1 1 1 2 - - 2
cfi1 1 0 2 1 - 2 - 2
D|- 1 2 0 1 1 2 2 2
Ef2 1 1 1 O - 1 - 1
F|- 2 - 1 2 0 1 1 1
G|- 2 2 2 1 1 0 1 2
H|- - 3 2 - 1 1 O 1

Figure?? shows the network topology that corresponds to TaBld he landmark radius
is shown in the last column of TabR®.

What is the advantage of using fisheye state routing in theMAR protocol compared
to the basic landmark routing technique?

Fisheye state routing is a link state protocol, where thgfemcy of route updates depends
on the distance, i.e. routes within a fisheye scope (a cetattefined distance) are more
accurate than routes to more distant nodes. In LANMAR, rmutipdates are only
exchanged with nodes in the immediate neighborhood andlarittmark nodes. When
a node needs to relay a packet, the packet will be forwardedtti to the destination if
the destination is within the node’s fisheye scope. The uBstaye state routing reduces
the overhead of maintaining routing tables.

Figure?? shows a number of nodes as small dots. Each node has a ragiioab units.
How would the gray node positioned at (0,0) route a packdtegytay node at position
(9,9) using GPSR? Indicate the visited nodes.

The right graph in Figur@? indicates the chosen route. The node located at position
(4,4) uses the perimeter routing rule.

When does GPSR enter the perimeter routing mode and how dass the right hand
rule in this mode?

In “normal” GPSR mode, a forwarding node chooses the onehbeigthat makes the
largest progress towards the destination. Since thisidacsly considers the immediate
neighbors of anode, it can happen that a packet reaches. ®RP8R uses a mechanismto
route the packet around the void based on the right hand relghen a packet arrives at
node x from node y, the next edge traversed is the next onestglly counterclockwise
about x from the edge (x,y). That means that the rule tragdafseinterior of a polygon
in clockwise edge order.
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Figure7.6 GPSR routing example (Exercise 7.20)

Figure7.7 GPSR perimeter routing (Exercise 7.22)

7.22 Prove that it is false or show an example that the perimetetencan cause a packet to

Figure??shows an example where several nodes route a packet areumatén boundary
to handle voids in the network (assuming that each radio heenamission range of 2

traverse a network’s entire outer boundary.
units).

7.23 Consider the topology in Figur®?. Node A wishes to forward a packet towards

destination L via one of its neighbors (its communicationg& is indicated with the
circle). Which neighbor will A choose with each of the follmg forwarding strategies:

(a) greedy forwarding

G minimizes the distance to the destination L.

(b) nearest with forwarding progress
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7.25

Figure7.8 Forwarding strategies in GPSR (Exercise 7.24)

Node E makes positive progress towards L, but is also theeseaeighbor.

(c) most forwarding progress within radius
G also makes the most forwarding progress within A's tragsioh radius.

(d) compass routing

F is A's neighbor with the smallest angle between the lineneating the source and
the destination and the line connecting the source with gghior.

The cell size of the GAF virtual grid can be pre-determined aach node knows to
which cell it belongs. Discuss the consequences of choesingarge versus very small
cell sizes.

An assumption of GAF is that all nodes within a cell can comioaite directly will all
other nodesin neighboring cells. Due to the transmissioge#mits of sensor nodes, this
automatically puts a limit on the maximum size of a cell. Térge the cell size, the larger
the forwarding responsibility of the active node, leadindarge energy consumptions
for that node. Smaller cell sizes more evenly distribute tesponsibility among more
nodes. Very small cell sizes mean that more nodes in the mietave active nodes and
fewer nodes can be in the sleep mode.

How does the SPBM protocol ensure efficient multicast faydamumbers of receivers?

SPBM uses a hierarchical group management scheme to nmearitst of all destinations
for a particular packet. A network is represented as a guessivtith a predefined number
of levels and each node maintains two tables: a global memabés, with entries for
the three neighboring regions in each level, and a local neertdble, containing all
members of the node’s neighborsin level O (all nodes withnel 0 are within each others’
transmission ranges). A bit mask is used to encode multinastberships such that a
node can easily identify the regions of the network that amnmulticast members for a
particular packet. Packets are then forwarded towardsegfiems (instead of individual
destinations), where each node independently decidesetiet split a packet based on



Network Layer 69

7.26

7.27

7.28

e
SRR SR S SRk R
@@ @
e eee e
it i Etuiel Sty it
e e
e e ee
e e e e
el Stiiiuil 2 It
e e

Figure 7.9 Geocast region with hole (Exercise 7.28)

characteristics such as the total number of nodes forwgttigpacket and the optimality
of the individual routes towards the destinations.

What is the concept of RBMulticast and how does it addressltiogtcomings of the
SPBM protocol?

RBMulticast is a receiver-based multicast approach, iseraler can transmit a multicast
packet without specifying the next-hop node. RBMulticdsbaises multicast regions
(similar to SPBM), but it is a completely stateless protoé@. it does not need to
maintain membership tables. Instead, each region is repies by a virtual node and
each forwarding node replicates a packet for each regiondbatains at least one
multicast member. However, RBMulticast relies on an undleglMAC protocol, where
receivers contend for channel access and nodes that makeaosteforward progress
to the destination will contend earlier, thereby having #tdsechance to become the
next-hop node.

The GEAR protocol uses two types of costs: learned and eténBxplain how learned
costs are used to route packets around holes (use a con@etple). What is the purpose
of the estimated costs and what is the intuition behind ¢afitng them as described in
this chapter?

Figure 7.18 in the book shows a concrete example of learoinigs around holes. When
anode A receives a packet and if there are no neighbors #hataser to the destination,
A knows that it is in a hole. It then uses the learned cost fondb select one of its
neighbors as the next hop (i.e. the node with the minimunmkshcost). After forwarding
the packet to node B, it sets its own learned codt(tB, R) + C(A4, B), i.e. it takes the
learned cost of B for region R and adds the cost of transmittie packet from A to
B, leading to an increased learned cost (allowing upstreades to avoid forwarding
packets towards the hole).

Figure?? shows a sensor network topology, where each node’s trasismisange is two
units. The node at position (0,0) wants to disseminate agiadokall nodes within the
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rectangle. Show how GFPG routes the packet towards therregio how it distributes
it to all receivers within the rectangle. Clearly indicathish nodes (inside and outside
the geocast region) will receive the packet.

The right graph in Figur@? show how the packet would travel inside and around the
target region (redundant or unnecessary transmissioreshiean omitted).

7.29 Answer the following questions with respect to QoS-awartging protocols:

(a) What advantages and disadvantages does multi-pathgdatve?
The availability of multiple routes provides fault-tolee and quick recovery from
broken paths. They can also help in achieving QoS requiresnerg. different
paths may have different latency or energy characteriaticspackets can be sent
along the path that best meets the QoS needs of a particulketp&urther, traffic
can be balanced across multiple paths, reducing the traffitheads and resource
requirements for the individual paths.

(b) How does the SGNF component of SPEED work?
SGNF is the routing component of SPEED, which determinesémh node a
forwarding candidate set of nodes for a particular destinaf his set consists of all
nodes from nodé’s neighbor list that are at least a distan€eunits closer to the
destination than. Packets are only forwarded to nodes in this set unless e
(than the packets are dropped). This set is further dividexa set with nodes that
have a SendToDelay less than a certain single hop delapd a set with all other
nodes.

(c) How does the back-pressure rerouting component of SREdR?

The back-pressure rerouting componentis responsibledoepting voids that occur
when a node fails to find a next hop node and for reducing caioges the network
using a feedback-based approach. The beacon exchangsgisaesed to inform
neighboring nodes of the delays experienced in packet foling. If these delays are
large, the SGNF component of SPEED reduces the probabilitpdes with large
delaysto being selected as forwarding nodes, thereby irggitiee congestion around
these nodes. When packets are dropped (because of a visd|sh increases the
delay, which is reported back to the upstream nodes. Thik-peessure feedback
can travel further upstreams if upstream nodes are alscestedjuntil the feedback
reaches the source, which can then suppress further packets

(d) Why does MMSPEED change the speed of packets as they é#lang a route?
MMSPEED adjusts for low and high delays along the routes lystitig the speed
on downstream nodes. Thatis, if a node has experienceddataygs in the beginning
part of its route, its speed is increased in the remainddrefaute to make up for
the large latencies. Similarly, if a packet travels fagtantexpected, it can be slowed
down in later parts of the route.

(e) How can latency and reliability considerations be coratdin MMSPEED?
MMSPEED can first identify the required speed for a packet tnesh look for
multiple forwarding nodes among those with sufficient pesgrspeed such that the
total reaching probability is at least as high as the reguirebability.
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Power Management

8.1

8.2

8.3

8.4

8.5

8.6

Give three reasons why dynamic power management is a cromigdern in wireless
sensor networks.

(a) Given the complexity of their task, the nodes are smatldcommodate large size
batteries.

(b) In most cases, the network size is large which makes #keafamanually changing,
replacing or recharging batteries practically impossible

(c) At present, taping other sources of energy is not a paaiternative.

What is the difference between local and global power mamage strategies? Give an
example how a global power management can be realized ahklayer.

Alocal power management strategy focuses on a single natleiansually implemented
as a part of the operating system while a global power manegestrategy should take
the entire network into account. This type of strategy i€ beplemented at the link and
network layers.

Give two examples for accidental causes of power consumptiowireless sensor
networks.

Accidental causes are unforeseen causes of energy consanipar example a node
attempts aimlessly to establish a link with a network eveitsitransmission range is
insufficient. Another example is overhearing the commuitgoeof neighbor nodes.

How can a local power management strategy achieve an effjpisver consumption in
a wireless sensor node?

It can save energy by switching hardware components intidaxde power mode that is
suitable to the current context of the node.

What is the main drawback of dynamic power management giest¢hat are based on
a synchronous sleeping?

The cost of synchronization is very high.

Explain the idea behind power management strategies thabaed on an asynchronous
sleeping.

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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In a medium access control protocols based on an asynchs@terping a node enters
into a sleep state independently but for a specified durafiog other node which is
interested to communicate with the sleeping state trassanpgreamble sequence for
duration larger than the sleeping duration.

8.7 Explain the six different operational modes of the ATmedd1@icrocontroller.

(a) Idle —it stops the CPU but allows the SRAM, Timer (coupt8PI port and interrupt
system to operate.

(b) ADC noise reduction—it stops the CPU and all I/O modwggsept the asynchronous
timer and the ADC.

(c) Power save — it allows the asynchronous timer to run bthalother components of
the device enter into a sleep mode

(d) Power down — it saves the registers’ content, freezesshilator and disables all
the other chip functions until the next interrupt or HardevReset.

(e) Standby — it allows the crystal/resonator oscillatamto, but all the other hardware
components enter into a sleep mode.

(f) Extended standby — it allows both the main oscillator #rmelasynchronous timer to
continue to operate while the rest enter into a sleep mode.

8.8 What is a refresh rate of an active memory?

The refresh rate or refresh interval is a measure of the numfbews in the active
memory that must be refreshed.

8.9 Explain the following terms in the context of RAM timing:

(&) RAS
RAS (raw access strgpbis a signal that should be flagged before the processor
subsystem accesses a particular cellina memory. It endielpsocessor to determine
the particular row or bank and then activate it.

(b) CAS
CAS (Column access strglis a signal that activates a memory cell.

(¢) trep
The delays between the activation of a raw as well as a celttandriting of data
into or reading of data from the cell is giveniasp.

(d) tcr
It is the time delay between the moment a processor orderadfiee memory to
access a particular memory column and the moment the dataikalze to the
processor.

8.10 The RAM timing of a certain processor is configured2as 3 — 2 — 6. Explain what it
means.

ThenumbeR — 3 — 2 — 6refertotcr — trep — trp — tras. It describes the measure
in clock cycles of the CAS latency, the time requires betwRAS and CAS access, the
time required to switch from one row to the next row, and tineetidelay between the
precharge and activation of a row.
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8.11 Explain briefly how the following DC-DC converters function

(a) Flyback

Itis a DC-Dc converter that changes the polarity of a DC \g@ta
(b) Boost

Itis a step-up DC-DC converter.
(c) Buck

Itis a step-down DC-DC converter.

8.12 What is a rated current capacity?

Batteries are specified by a rated current capacity, C, egpttin Ampere-hour. A rated
current capacity is a quantity that describes the rate atiwdnbattery discharges without
significantly affecting the prescribed supply voltage (otgmtial difference). In reality,
the potential difference declines as the discharge rateases.

8.13 Why do real batteries operate at a rate below the rated dwapacity?

The available capacity of a battery depends upon the ratehahwit is discharged.

Because of the chemical reactions within the cells, the @gpaf a battery depends on
several factors including the magnitude of the current ¢lwhlmay vary with time), the

allowable terminal voltage of the battery, and temperatifire battery is discharged at
a rate higher than the rated current capacity, the availedghacity will be lower than

expected.

8.14 What are the side-effects of drawing current at a rate greéhsa the discharge rate
result?

Lower efficiency.

8.15 Describe the components of a typical DC-to-DC converter.
A typical DC-DC converter consists of a switching circuitiaalow pass filter.

8.16 Suppose the circuit shown below is used by a DC-DC convekterhat frequency is
the voltage drop across the load resisfor, maximum?
The voltage drop at the load is calculated as:

‘/Out - R N (M;CXJ’WL) in
LT (GZe+iwL)
Simplifying the above equation yields:
RL (1 — LUQLC)

Vout =

Ry (1 —w?LC) + jwL

Substitutingjw L with s yields:
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V. R, Vout

Figure8.1 A conceptual architecture of a dynamic voltage scaling

SQRLLC + Ry,

Vour = 2R, LC + sL + Ry,

Vot Will be maximum if the denominator is set to zer@R; LC + sL + Ry, = 0.
Solving the quadratic problem yields:

PO 1\ 1
" 9R.C 2R.C Lc

8.17 Why does a transition from low power mode to high power mod#ssome power in
the following subsystems:

(a) Processor subsystem
The processor subsystem has to load state information tone®peration from
where it stopped before entering into a sleep state.

(b) Communication subsystem

The communication subsystem requires to calibrate haeleamponents before
assuming full operation.

8.18 What conditions do justify the power transition costs?
Power transition from a higher power mode to a lower power enigdustified if the
subcomponent stays in the lower power mode for a longer gpefiime.

8.19 Why does the performance of a switching transistor detatésr at high operation
frequencies?

At high frequency, the capacitance created at the junctadre switching transistor
increases. This in turn increases the transition time batwie high and low voltages
and vice versa.
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8.20 How does the cumulative capacitance effect affect the ivitctime of a CMOS
transistor?

The switching time is directly proportional to the cumulaticapacitance and the bias
voltage and inversely proportional to the drain saturatioment.
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Time Synchronization

9.1

9.2

9.3

Why is time synchronization needed in a WSN? Name at leaséttoncrete examples.

Time synchronization is needed to achieve accurate terhporeelation of observed
events, e.g. to detect the speed of a moving object. Timehsgnization is also needed
for many MAC-layer protocols, e.g. to accurately determirieen a node can transmit
in a TDMA-based system. Finally, many networks utilize doygling, i.e. devices are
awake for brief periods of time and sleep otherwise. Acautahing information is
needed to determine when a node has to turn its radio back on.

Explain the difference between external and internal tigreekronization and name at
least one concrete example for each type of synchronization

External synchronization means that the clocks in a netwoeksynchronized with an
external source of time (reference clock). For example, G&%be used to achieve
external synchronization. Internal synchronizationrgfe the process of synchronizing
the clocks of sensor nodes in a network with each other, witthee support of an external
reference clock. To achieve internal synchronizationseenodes could elect a master
node which periodically broadcasts its time to all otheresih the network, allowing
them to reset their clocks to correct for any drifts.

Consider two nodes, where the current time at node A is 11@Ctan current time at
node B is 1000. Node A's clock progresses by 1.01 time unite@very 1 s and node
B’s clock progresses by 0.99 time units once every 1 s. Explag terms clock offset,
clock rate, and clock skew using this concrete example. #esd clocks fast or slow and
why?

Comparing the two clocks, the clock offset is the differeircéime between the two

clocks. In this example, the current clock offset is 100. Theek rate indicates the

frequency at which a clock progresses, i.e. node As clockaalock rate of 1.01 and

node B’s clock has a clock rate of 0.99. The clock skew inésahe difference in the

frequencies of the two clocks, which is 0.02. Clock A is fasts its clock readings

progress faster than real time. Similarly, clock B is slomacsiits clock readings progress
slower than real time.

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
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94

9.5

9.6

9.7

Assume that two nodes have a maximum drift rate from the e 6f 100 ppm each.
Your goal is to synchronize their clocks such that theirtie¢eoffset does not exceed 1 s.
What is the necessary resynchronization interval?

Each clock can deviate from real time by 1@®per second in the worst case, i.e. it takes
up to 10 000 s to reach an offset of 1 s. However, since bottkslbave a drift rate of
100 ppm, the relative offset between them can be twice ae sghe offset between a
single clock and the external reference clock. Therefbeenecessary resynchronization
interval is 5 000 s.

You need to design a wireless sensor node and you have thoemestior clocks (1..3)
with maximum drift rates ofp; = 1 ppm,p2 = 10 ppm, andos = 100 ppm. Clock 1
costs significantly more than clock 2, which in turn costsidigantly more than clock
3. Explain when one would choose clock 1 instead of clock damic3 and vice versa.

The smaller the maximum drift rate, the less frequent resByonizations do have to
occur. Re-synchronizations can incur large communicatierheads, therefore more
accurate clocks are preferred. However, cost is also anriapidactor for many wireless
sensor networks. Therefore, in networks where cost is tinegoy factor, a cheaper and
less accurate clock may be chosen. In networks where coneation overhead due to
synchronizations is a bigger concern than cost, more atrai@cks should be chosen.

A network of five nodes is synchronized to an external refeggime with maximum
errors of 1, 3, 4, 1, and 2 time units, respectively. What érttaximum precision that
can be obtained in this network?

Since the error can go either way, i.e. a clock can be fastsloarer than the external
reference time by the amount of the error, the maximum pigecis then the sum of the
two largest errors, i.e. 3+4=7.

Node A sends a synchronization request to node B at 3150 @& As clock). At 3250,
node A receives the reply from node B with a timestamp of 3120.

(a) What is node A's clock offset with respect to the time ad@®& (you can ignore any
processing delays at either node)?

If t; = 3150, to = 3120, andts = 3250, then the offset can be calculated as

(t2—t1) — (ts —t2)

of fset = 5

=80 (9.1)

That is, the two clocks differ by 80 time units.
(b) Is node As clock going too slow or too fast?
Node A's clock is going too fast compared to node B's clock.

(c) How should node A adjust the clock?

One approachis to simply reset the clock by 80 time units. &l@ this can lead to
problems since the clock repeats the last 80 time unitsntiatly triggering events
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Node A th\ /t4(3)/24@) /tj(D)
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Node D

t5(D) t3(D)

Figure9.1 Pair-wise synchronization with multiple neighboring ne¢Example 9.8)

in the node that have already been triggered previouslytéfbee, node A should
slow down the progress of its clock until clock B had an oppoitly to catch up the
80 time units it lags behind node A's clock.

Node A issues a synchronization request simultaneouslydesB, C, and D (Figure?).
Assume that nodes B, C, and D are all perfectly synchronized¢h other. Explain why
the offsets between node A and the three other nodes maglifgi?

As indicate in Figure@?, the times for the synchronization messages to travel etwe
nodes can differ, e.g. based on the distances between semagmreceivers. Besides
propagation delays, synchronization messages also exygersend, access, and receive
delays that can differ from node to node, affecting the mesasaffsets.

Describe the reasons for non-determinism of communic#diemcies and why this non-
determinism affects time synchronization.

There are four main contributors to non-determinism of camitation latencies: send
delays, access delays, propagation delays, and receiagsd&ince these delays can
depend on a variety of parameters, including the distandeds®m nodes, system
call interface latencies, context switches, and charitites of the MAC protocol, the
measurement of offsets and delays will be inaccurate, lyeséfecting the quality of
time synchronization.

Explain why the depth of the synchronization tree in ceiteal LTS should be small.

Errors resulting from the pair-wise synchronizations atdidve and therefore increase
along the branches of the tree as a function of the numberps.ho

Discuss the differences and similarities in the design efiRSN and the LTS synchro-
nization protocols.
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Both protocols rely on trees to organize a network and both sander-receiver

synchronization approaches using pair-wise synchrapizatessages. In both protocols,
the synchronization error depends on the depth of the tfleBNluses time-stamping of
packets at the MAC layer to reduce the error due to varyinglssomization message

latencies.

Explain the six different types of time stamps that chamatethe communication
in FTSP. How does FTSP remove the jitter of the interrupt iagdand the encod-
ing/decoding times?

The first time stamp; occurs when the wireless radio informs the CPU (using an
interrupt) that it is ready to receive the next piece of mgeda be transmitted. Once
the interrupt handling has completed, a second time stangpgenerated. At times,

the message is transmitted over the medium and receiveclvgdkiver node at timig.
Decoding of the message at the receiver is concluded atttraad the receiver radio
issues an interrupt at tintg to inform its CPU that the synchronization has been received
successfully. The jitter caused by the interrupt handlimgtcan be removed by taking
the minimum of the normalized time stamps.

Explain the concept behind the RBS protocol. How can RBS lenebed to work in
multi-hop scenarios?

RBS uses broadcast messages to a set of receivers, alldwéngto synchronize to

each other. The variability of broadcast messages is mdsiyto propagation delays
and the time needed by the receivers to receive and procesadbming messages.
That is, it removes the non-deterministic synchronizagorors caused by sender. In
multi-hop scenarios, multiple reference beacons can labkstted, each with its own

broadcast domain. These domains can overlap and nodeshirrdgions can support
synchronization across domain boundaries.

Describe the term “post-facto synchronization”.

When nodes synchronize only when when events of interespempthe post-
facto synchronization scheme is being used. That is, nodesotl waste energy on
synchronization messages when unsynchronized clocksfaense acceptable.

Compare the TPSN and RBS time synchronization protocols.

TPSN uses pair-wise synchronization along the edges oéatrenecting the nodes in a
sensor network. The synchronization is affected by thecdheterministic communication
latencies of synchronization messages. RBS is a synclatimizapproach based on
reference broadcasts, allowing receivers of such broadessages to synchronize their
clocks to each other. RBS removes the sender components afdih-deterministic
communication latencies.

Compare the broadcast approach used by RBS with the par-syischronization
approach by TPSN and other protocols for the following sdesa



Time Synchronization 83

9.17

(a) synchronization messages experience send and actagswith high variance and
all other delays are negligible
RBS is a better choice since the only the time off arrival ip@mant and everything
before is irrelevant, i.e. send and access delays do nat &ffeinlike TPSN).

(b) synchronization messages are sent using acoustidsigméthe distances between
nodes are unknown
When propagation delays are large (such as in acoustic coioations), they have
an important effect on the quality of synchronization. Whea nodes have different
distancesto the sender, nodes using RBS will experienfegelit propagation delays,
which introduce an error into the synchronization. Protedmmsed on round-trip
time measurements (such as TPSN) are more suitable in 8@sowe they consider
propagation delays in their synchronization process.

(c) synchronization messages experience send and acdags dé&hout variance and
all other delays are negligible
RBS does not depend on send and access delays and TPSN winkharethese
delays do not vary, therefore both protocols will work well.

(d) synchronization messages experience significantvedeiays that may differ from
node to node
Both TPSN and RBS will be affected by the variation in receigtays and therefore
both will be good choices.

Two nodes A and B use RBS to receive periodic acoustic symitaton signals from
a reference node. Node As clock shows 10 s when it receiveeait synchronization
beacon, while node B’s clock shows 15 s. Node A detects ant étdime 15 s, while
node B detects the same event at time 19.5 s. Assume that nizd&£08@ m away from
the synchronization source and node B is 400 m away from thetsgnization source.
Which node detected the event sooner and by how much? Asswsigmal speed of
300 m/s.

When the acoustic signal arrived at node A at time 10 (on Ak, the signal had to

travel 300 m more to reach node B, which takes 1 s. Thatis, Whda A's clock reading

was 10 s, node B’s clock reading was 15-1 = 14 s. That is, nose&lBtk is 4 s faster

than node A's clock. Node A observed the event at 15 s, whitkeri®observed the time
at 19.5 s, which corresponds to 15.5 s on A's clock. That iden® observed the event
firstby 0.5 s.
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Why is localization needed in wireless sensor networks? éNatrieast two concrete
scenarios or applications where localization is required.

Sensor nodes are often deployed in an ad-hoc fashion, vikinowledge of their exact
deployment position. Localization is then necessary twidea physical context to
sensor readings, i.e. most sensor readings are meaningleest knowledge of where
the readings were obtained. For example, localizationgsired in sensor network that
detects wild fires to ensure that firefighters can quickly tedhe affected areas and
to predict the spread of the wild fire. Similarly, in survailce applications, location
information is required to be able to guide law enforcemdiiters quickly towards an
intruder.

A node’s position in two-dimensional spac€is y) = (10, 20) with a maximum error
of 2 in the x direction for 95% of all measurements and a maxineuror of 3 in the y
direction for 90% of all measurements. What is the accuraclthe precision of this
location information?

The accuracy of the location information is 2 in the x direstand 3 in the y direction.
The precision is 95% in the x direction and 90% in the y diacti

Explain the difference between physical and symbolic pmstand name at least two
examples for each type.

Physical positions are positions measured within a reteréname, which can be both a
global reference frame (e.g. GPS) or an arbitrary coordisgstem or reference frame
(e.g. positions expressed as distances to other sensgrapo8c positions are not
associated with a reference frame, but instead describdns such as “office number
112", “basement”, or “intersection of Adams and Fir Road”.

Define the terms anchor-based localization and range-tbasalization.

Anchor-based localization refers to the use of referenaesdanchors) with well-
known locations. Communication between sensor nodes ase #mchors can be used

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
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to estimate the locations of the sensors. Range-basedziatiah estimate locations
based on range measurements, i.e. measurements of thredstetween nodes.

Time of Arrival (ToA) is one example of a ranging techniquensiver the following
questions (assume a propagation time of 300 m/s):

(a) What is the advantage of two-way TOA over one-way ToA?

The one-way ToA requires that sender and receiver are getysynchronized.
In the two-way ToA, the round-trip time is measured using ¢leek on only on
device, thereby removing the need for clock synchronipatio

(b) In a synchronized network with unknown synchronizatoror, an anchor node
periodically broadcasts an acoustic signal to sensor nodés range. At time
1000 ms on the anchor node’s clock, the anchor node issueacaiewhich is
received by node A at time 2000 ms (on node A's clock). Whatésdistance that
A can now compute?

The propagation delay of the acoustic signal is 1000 ms amditinal travels at
300 m/s, i.e. the distance is 300 m.

(c) Instead of computing the distance itself, node A alspaads with an acoustic
signalissued at time 2500 ms, which s received by the anutube at time 3300 ms.
What is the distance computed by the anchor node? What casayoabout the
synchronization of anchor node and node A?

The round-trip time is(2000 — 1000) + (3300 — 2500) = 1000 + 800 = 1800.
The distance is then the round-trip time divided by 2 and ipligd by the velocity,
i.e. 270 m. Since the propagation time of the signal from anthsensor is 1000 ms
and the propagation time from sensor to anchor is 800 ms,fteet ®metween the
sensor node’s clock and the anchor’s clock appears to be $00 m

What is the main disadvantage for both TDoA and AoA rangichtéques?

Both techniques requires extra hardware (e.g. two radio§ BwA and an array of
antennas for AoA), which may be infeasible for many low-carst low-power sensor
networks.

RSS-based localization techniques are often combinedanptfocess called RF profil-
ing, i.e. the mapping of the effects of objects in the envinent on signal propagation.
Why is this necessary and can think of examples of such ajlect

The signal strength of radio-frequency signals is affedtgdobjects (size, shape,
thickness, etc.) between sender and receiver, causingtefiach as reflection,
refraction, scattering, etc. RF profiling allows localipat techniques to take such
effects into consideration. Objects include trees, bangdj traffic signs, mountains, etc.

Two nodes A and B are known to be positioned at location8) (node A) and0, 1)
(node B) in the two-dimensional space. A third node C wisbatetermine its position
using trilateration. Based on ranging techniques, nodedkrits distances to node A
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(d(A, C) = +/0.75) and node B{(B,C) = +/0.75). What are the two possible posi-
tions of C?

Since both Aand B are positioned on the x-axis and C’s digtstocA and B are identical,
xc must bed(A, B)/2 for both possible positions, i.ec = 0.5. They coordinate of
the first possible position can be computedyas= /d(A, C)2 — 22, = v/0.5. The
second possible position is the first position mirrored @axis, i.e. the two possible
positions ar€0.5, 1/0.5) and(0.5, —/0.5).

Three nodes A, B, and C are known to be positioned at locati@rs, (10,0), and
(4,15), respectively. Node D is estimated to be a distance of 7 frora distance of
7 from B, and a distance of 10.15 from C. Determine the locadfd using trilateration.

Since A and B are positioned on the x-axis and D’s distancésand B are identical,
xp is half the distance between A and B, iag; = 5. They coordinate of the first
possible position can be computedias= +/d(A, D)2 — 22, = /24. That s, the two
possible positions ar@, v/24) and(5, —v/24). Since the distance between node C and
D is less than the distance of C to the x-axis, the location ofu3t be the first one, i.e.

(5,V/24).

Consider the two-dimensional topology in Figi¥® The sensor node in the center can
select three of the six anchor nodes as basis for trilateratWhich nodes should the
sensor node select? Justify your answer, i.e. what guil@inanchor selection should
be considered? What would this guideline be in three-dinoaasspace?

A possible selection would be B1, B3, and B6. The guideliméHis selection is that the
chosen anchors should be non-collinear in the two-dimeasigpace (or non-coplanar
in the three-dimensional space) such that unique locatiande obtained. Nodes B1
and B2 and similarly B3, B4, and B5 are close together sudhtthzay be impossible
(as is the case if B3 and B4 were chosen) or at least difficuttentify one exact and
unique location.
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Figure10.2 Example 10.11

Two nodes A and B do not know their own positions, but they czar bbeacons in their
proximities. Node A can hear beacons located4aR) and(2, 5). Node B can hear
beacons located &2, 5) and(3, 7). All nodes have a radio range of 2 units.

(a) Are either(3,3.5) or (3,4.5) possible locations for node A?

Figure??illustrates the locations and transmission ranges of tieethnchor nodes.
Node A can hear the anchors marked as X and Y. Therébie5) is a possible
location for node A. Howeve(3, 4.5) is not a possible location, since it would be
within Y’s transmission range, but not within X’s range.

(b) Are either(2,6) or (4,5) possible locations for node B?
Node B can hear the anchors marked as Y and Z. Therefre) is a possible
location since it resides within the intersection of botlclaors’ radio ranges.
However,(4, 5) would place the node outside of Z's radio range and it is floeee
not a possible location.

What are the differences between iterative and collaba atiultilateration?

The iterative multilateration process extends the lai@maechnique to locate nodes
that are not within transmission range of at least three @ncbdes. Instead, a node
that uses lateration to find its own position can serve as aharfor other nodes.

The downside of this approach is that the localization eamrumulates with each
iteration. The collaborative multilateration techniqusoeallows nodes without at least
three anchors to determine their locations, but it uses ferdifit approach than the
iterative multilateration technique. Here, a graph of ipgrating nodes (i.e. nodes that
are anchors or have at least three participating neighl®instructed and a node
can then try to estimate its position by solving the systemvef-constrained quadratic
equations relating the distances among the nodes and gishues.
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10.13 Explain the concept of GPS localization and answer thevioilg questions:

(&) Why are three satellites enough to obtain a position emgtbbe?

Even though the use of three satellites leads to two intdosepoints of the three
spheres, one of these two intersection points can typiballiminated easily, e.g.,
because it would place the receiver device far out in spadeep below the ground.

(b) Why is it preferred to have at least four satellites ala#@ for localization?

A fourth satellite allows to obtain a more accurate locatidhis is due to the
stringent time synchronization requirements, i.e. rezedevices and satellites are
supposed to be tightly synchronized. However, the receleeks are much simpler
and cheaper than the clocks in the satellites, therebyrlgddisynchronization and
consequently also to localization errors. The fourth spistiould ideally intersect
the other three spheres at the exact location of the rec@&eenuse of the timing
errors, this may not be the case. If the spheres are too lag#ain an intersection
point, their sizes can be reduced by adjusting the clock theispheres are small
enough to intersect in one point (and similarly we can addthe case where
spheres are too small). This is possible because the timiosare the same for all
measurements and a receiver can calculate the requirddazdpestment to obtain a
single intersection point. Finally, a fourth satellitecaédlows the receiver to obtain
a measurement for the elevation.

(c) What is the purpose of the monitor stations and the mastarol station?

The monitor stations constantly receive the data sent bgdhadlites and forward
this information to a master control station (MCS). The MG8aithis information
to compute corrections to the satellites’ orbital and clodkrmation, which are
then sent back to the appropriate satellites via grounchaate

(d) Why is typically not feasible to have all wireless sensodes equipped with a GPS
receiver?

GPS receiver are both costly and energy-hungry deviceghwihiay make them
unsuitable for use in low-power and low-cost sensor neta/ork

10.14 Explain the difference between range-based and rangdeftakzation?

Range-based localization techniques are based on disteagirements using ranging
techniques (RSS, ToA, etc.) between nodes, e.g. betwesnrseodes with unknown
locations and anchor nodes with known locations. Rangel&realization techniques
do notuse distance measurements based on ranging technityeeadvantage of range-
free techniques is that they typically do not require exiedivare and are therefore
more cost effective.

10.15 Figure?? shows a network topology with three anchor nodes. The distbetween
anchors4; andA,, anchors4; and As, and anchorsl, and A3 are 40 m, 110 m, and
35 m, respectively. Use the Ad hoc Positioning System tanegé the location of the
gray sensor node (show each step of your process).
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Figure10.3 Topology for Exercise 10.15

Figure10.4 Examples for Exercise 10.16

First, each anchor determines a correction factor for et bop based on the formula:

VX - X)2 4 (Y - Y)?
— =

whereh; is the distance to the anchor in hop$, computes a correction factor of
40211510 = 21.43. Similarly, 4, computes a correction factor éﬂ% =15 and As
computesacorrectionfactoréi% = 18.13. These correction factors are distributed
in the network and a sensor node uses the correction factor fhe closest anchor,
e.g. in this example, the gray node could use the correctiotof from eitherA;

or As. If it uses the one fromi, (15), it computes its distances to the three anchor
nodes by multiplying the correction factor with the hop distes, i.e. its distance to
A1 is 2 %15 = 30 m, its distance tads is 2 x 15 = 30 m, and its distance tols is

3 x 15 — 45 m. If the locations of the anchors are known, triangulatiotribateration
can be used to find the position of the gray sensor.

(10.1)

Ci

For the APIT test, can you show a concrete scenario where a Moaould come to
the wrong conclusion that it must be inside a triangle? Useeaario where node M
has at least 3 neighbors. Can you also show an example wheeevhavould come to
the wrong conclusion that it must be outside a triangle?

The example on the leftin Figuf®’ shows a scenario where none of the three neighbors
of M is either closer to or further away from all three anchodes simultaneously. M
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therefore concludes that it must be inside the trianglehéneixample on the right, M’s
leftmost neighbor is further away from all three anchor rottean M, therefore M
concludes it must be outside the triangle.

10.17 A sensor node in a WSN using the lighthouse approach forilatadn detects the first
beam of light at time 0 s and the second beam of light at timg 6.2 he next time the
first beam of light is detected is 7 s. The distance of the tglatisources (beam width)
is 10 cm. What is the distance of the sensor to the light erflitte

The distance is computed as:

b
= - 1 .2
d 2sin(a/2) (10.2)
wherea is computed as:
a = o beam (10.3)

tturn

Sincetpeqm = t1 — ta = 0.25 — 0 = 0.25 andtyy,, = 7 S, = 0.224 andd = 25.5 m.
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Describe the CIA security model.

Confidentiality refers to the need for security mechanishat ensure that only the
intended receiver can correctly interpret a message andhwrézed access is prevented.
Integrity refers to the need for security mechanisms thauenthat a message cannot
be modified as it propagates from the sender to the receivelly; availability refers

to the need for security mechanisms that ensure that a systdite to perform its tasks
without interruption.

Which service(s) described in this model do you think aremsal for the following
scenarios. Justify your answers.

(&) A WSN that allows emergency response teams to avoid asklydangerous areas
and activities.
Confidentiality may only be a minor concern in such a scen&ftvever, integrity
and availability are important since modified messagesterrimpted service can
have catastrophic consequences.

(b) A WSN that collects biometric information collected atairport.

Biometric information must be protected, therefore confiagity is important.

Integrity is also important since the collected should net dbompromised.
Availability is desirable, but probably somewhat less ofamaern compared to
the other services.

(c) AWSN that measures air pollution in a city for a reseatcldg
None of the services is absolutely essential for this typepplication, although as
much uptime (availability) as possible may be desired.

(d) AWSN that alerts a city of an impending earthquake.

The time-criticality of this type of application may makendinlentiality a minor
concern. However, integrity (preventing of false alarmattbould have severe
consequences) and availability (ensuring that the alett®aeliably) are important.

What is a man-in-the-middle attack? Can you imagine a coe®SN scenario where
such an attack could be catastrophic?

Fundamentals of Wireless Sensor Networks: Theory and ieeaciValtenegus Dargie and Christian Poellabauer
© XXXX John Wiley & Sons, Ltd
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The man-in-the-middle attack refers to attacks where aundet positions itself between
the sender and receiver such that the sender’'s messages gapriobepted, modified,
and retransmitted to the receiver, making the receiveebelihat these messages came
directly from the original sender). In the earthquake sderieom the previous exercise,

if an intruder changes the messages such that the recelierdsevrongly that there is
no risk of an impending earthquake could have severe corgegs.

Explain the concepts of symmetric and asymmetric keys. dtapter mentionedshift
cipheras a simple example of a cryptographic technique. Is thisecip symmetric or
an asymmetric key cryptography technique? What are thdgmrbwith such a simple
cipher?

Symmetric key cryptography means that both parties in a comication use the same
secret key for encryption and decryption. In asymmetric &eyptography, two keys
are used, one for encryption and one for decryption. The sipifier is an example for
symmetric key cryptography. Besides the need for secutetlison of the secret key,
the shift cipher is very simple with only a limited number afgsible keys. Also, the
shift cipher does not hide patterns, beginning and end ofigyguunctuation, etc., which
makes it easy to break them. For example, ‘e’ is the most camlgiter in the English
alphabet. It is easy to find the most common letter in the grted/message, assume
that it is the letter ‘e’, and derive the shift key from thisdwledge.

Why do you think authentication can be a particularly sigaifit problem in a WSN?

Many sensor nodes are placed in publicly accessible area#, is often easy to gain
physical access to sensor devices. An attacker may thenlb¢caimodify or replace

the device or analyze the device for its content (e.g. tonl@dout security keys and
algorithms). It is often necessary to share cryptogragthniques and keys with all
nodes in the sensor network, making it easier for an intrtadebtain such information.
Authentication is particularly important since it is diffi¢ to distinguish between a
new node that joins a network or a a hode that was temporastpdnected from the
network from a sensor node that has been inserted into therebr compromised by

an intruder.

Explain some of the characteristics of a WSN that make rgutecurity difficult to
implement.

The resource constraints of wireless sensor networks nmagasier to use attacks
with the goal to exhaust a device’s or network’s resources &lso more difficult

to use resource-intensive security measures (e.g. CRUsive algorithms). The lack
of centralized control in a WSN means that many security mresgsmust also be
decentralized. The remote location of sensor nodes makgficult to protect them

from physical access by an attacker. Communication in a W&S&tror-prone, which

may interfere with security-related communications.

While “typical” computers are in homes, offices, labs, etgreless sensor nodes are
often placed in places that are publicly open and acces$ifitat kind of attacks could
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an adversary initiate by accessing a single sensor nodeaige-scale WSN?

A variety of attacks are possible once an attacker gainssadcea device. It can be
used to learn about encryption algorithms and keys usedeimétwork. It could be
used as a starting point for a variety of denial-of-servitacks and man-in-the-middle
attacks. Attacks on the routing layer (e.g. selective fodivey attacks, etc.) or on data
aggregation are also possible.

What is “data freshness” and why is it important in sensownets?

Data freshness ensures that sensor data is recent and rezotding of such data are
being replayed. For example, this is important for key dhation schemes to prevent
later replays of key distributions.

What is a denial-of-service attack?

The goal of a denial-of-service attack is to stop a netwaskffunctioning or to disrupt
the services a network provides.

Explain the following attacks:

(a) Jamming attack

Ajamming attack is a DoS attack at the physical layer, whegdversary interferes
with the radio communications of sensor nodes by continydtasmitting a strong
signal that lowers the signal-to-noise ratios on the sensdes.

(b) Exhaustion attack

The goal of an exhaustion attack is to prematurely depletasms node of its energy
resources, e.g. by increasing the overheads and workldemlsensor node. For
example, an adversary could exploit the error recovery ieeisins of a sensor node
by continuously interfering with transmissions, theretiggering retransmissions
of entire sensor messages.

(c) Tampering attack

A tampering attack occurs when an adversary obtains pHyeicass to a sensor
node, allowing the attacker to destroy or modify the device.

Consider routing attacks such as selective forwardinghsile, blackhole, Sybil, rush-
ing, and wormhole attacks. Describe briefly each type othttad discuss how these
attacks could take place in the following types of networks:

An adversary positioned on the route between a sender aeideecould drop packets
that meet certain characteristics (selective forwarditigck) or even all packets
(blackhole attack). A sinkhole attack occurs when an adwgrattempts to position
itself on the route of as many sensors streams as possiklebth drawing traffic
towards the adversary, who can then disrupt the traffic orifpquicket content. A
Sybil attack occurs when an attacker claims to have seveealtities (or locations),
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thereby convincing more sensor nodes to choose the attpckite as forwarding node.
In a rushing attack, an adversary quickly forwards routeiestjmessages towards the
destination to increase the attacker’s probability to bethensensor stream’s route.
Finally, in a wormhole attack, two collaborating attackateempt to convince other
nodes that they have a good link between them such that tidyexghosen as forwarder
nodes for as many routes as possible.

(a) A network using a table-based routing protocol such aSRL
In table-based protocols, the goal of an attacker is to apmeaext-hop neighbor
in as many tables as possible. Therefore, the attacker etangr to have low
forwarding costs to all destinations. Once the attackezives packets to forward,
it can modify or drop them as desired.

(b) A network using an on-demand routing protocol such as DSR
In an on-demand routing protocol, the goal of the attackdoibe on the path
chosen by either the receiver or sender device. Therefuegttacker could either
rush RREQ packets towards the destination or it could matigycontent in the
RREQ packet headers such that the receiver believes thatitteewith the attacker
is the one with the lowest cost.

(c) A network using a location-based routing protocol sSusiGEAR.

In location-based routing protocols, the goal of the aaékto make its neighbors
believe that it is closer to the destination than all otheglnleors or that its cost for
forwarding towards the destination is lower that those laha other neighbors. For
example, this can be achieved by pretending to have muitipigities and locations
or by changing the location information sent to its neiglsbéor example, if an
attacker node sees that one of its neighbors frequentlysspackets towards a
destination, but not via the attacker node, the attacker‘clange” its location
such that it becomes the better forwarding choice towarggiéistination.

In this chapter, data aggregation functions suclagerage sum andminimumwere
called “insecure”. What does this mean and which technigurel® used to increase
the resilience of aggregation functions?

Insecure means that the aggregation function can be eaflienced by an attacker
such that a network’s behavior can be altered. The delaygreggtion and delayed
authentication scheme delays both aggregation and aightom to make it more
difficult to modify the result of an aggregation.

Consider the virtual ID space for the PIKE scheme in Figt#dn this example, how
many options does node 3 have to establish a key with node é8¢ribe each option.
Node 3 has two options: it can establish a key with node 1®eitla node 13 or node

5 (the intersections of the rows and columns of nodes 3 and 15)

What is a “nonce™? How does SPINS use them and what serviegzravided by the
SNEP protocol?
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000102030405 .. 09
101112131415 ... 19
202122232425 .. 29
308131333435 ... 39
909192939495 .. 99

Figurel1l1l.1 Virtual ID space in PIKE (Exercise 11.11)

A nonce is a random number so long that an exhaustive searettl fmssible nonces

is infeasible. SPINS uses nonces to ensure strong datanéesh.e. a node randomly
generates a nonce which is send along with a request messagether node. The

second node then returns the nonce with the response mesgsageauthenticated

protocol, which ensures that the first node knows that thersbaode generated its
response after the first node made the request.

What are the security models provided by IEEE 802.15.4. ithtkte purpose of the
trust center in ZigBee?

IEEE 802.15.4 has four basic security models: access domiressage integrity,
confidentiality, and replay protection. The trust centerZigBee (a responsibility
typically assumed by the ZigBee coordinator) is resposasfbt the authentication
of devices wishing to join a network, maintaining and diziting keys, and enabling
end-to-end security between devices.
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12.1 Describe the difference between node-centric and apicaentric programming.

Node-centric programming focus on the development of seagplications and
software for each sensor device, whereas applicatiomicgrogramming considers
and develops software for the networks as a whole.

12.2 Explain the difference betwegmovidesandusesnterfaces in nescC.

The provides interface is a set of method calls that are edus higher layers. The
uses interface describes the use of some kind of service.

12.3 What options does nesC provide developers to prevent raghtmms?

Race conditions can be prevented by using synchronous addgh is always atomic
to other synchronous codes. If asynchronous code is usedpjption is to convert
code that modifies shared state into synchronous code. Anoftion is to use atomic
sections, i.e. brief code sequences that nesC will alwaystemically.

12.4 A common strategy to ensure atomicity is to disable intetlyirppan operating system as
long as atomic operations are being executed. What is trgeedafdisabling interrupts?

Important events that trigger interrupts, may not be regub(either at all or only after
a delay, i.e. after interrupts have been reenabled), whanhave severe consequences.

12.5 What are the main advantages and disadvantages of thread{a@gramming models?

The thread-based programming model allows multiple tasksaake progress in their
execution without the concern that a task may block othésstaglefinitely. However,
thread-based approachesincrease the operating systguegitgnand may also require
more complex synchronization support in the operatingesyst

12.6 This chapter introduced several macroprogramming mo@elstrast how these differ-
ent models are able to address multiple (or all) sensor nsidegtaneously.
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12.7

Abstract regions groups sensors together using certagimberhood relationships, e.g.
“the set of nodes within distance d”. Discovery of region nbems can be achieved
using periodic advertisements. In EnviroTrack, groupsfarmed by sensors which

detect certain user-defined entities in the physical wavith one group formed around

each entity. Groups are then identified by context labelschvare logical addresses
that follow the external tracked entity around in the phgkienvironment. Database
approaches treat a wireless sensor network like a distdbdatabase that can be
queried to obtain sensor data. That is, the network can hesepted logically as a

database table that has (as an example) one row per nodesfaattiim time and each

column corresponds to a type of sensor reading.

Why is it necessary to provide the opportunity to dynamjcedbrogram a sensor net-
work? What is challenging in distributing a new program tbsahsor nodes in the
network?

Reasons for reprogramming a sensor network are that defadlertain applications
and application characteristics may not be known until rateployment, sensor
applications may need upgrades or bugfixes, and usage menasensor networks
may change during their lifetimes. Challenges in reprognamg include the need for
reliable code distributions (all nodes must receive altegeof the code), quick code
dissemination (to limitdowntimes), and energy-efficieesémination. Reprogramming
should interfere with the goals of the sensor network ake las possible. Another
challenge is that during reprogramming, different senswg run different applications
or versions of applications. In such scenarios, it is imgatrto prevent failures and
miscommunications due to version mismatches.



